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Flow Control: the Renewal of Aerodynamics?

Flow Control: an Overview

Eric Garnier
Research Engineer 
Applied Aerodynamics 
Department

Current airframes being already highly optimized nowadays, further aerodynamic 
performance improvements may only be reached by the implementation of flow 

manipulation techniques. The sixth issue of Aerospace Lab Journal is aimed at provi-
ding the reader with a comprehensive overview of the current developments of these 
methods.

The papers presented successively review main aspects of flow control, both from the 
point of view of technology and that of the applications. Technologies consist not only 
in fluidic and plasma actuator development, but also in the specific know-how relative 
to closed-loop algorithms, reduced order models and actuator effect on the flow. Addi-
tionally, the potential of flow control techniques is presented on civil aircraft (both for 
low speed and cruise conditions), helicopters and turbomachinery applications.

A historical perspective

The beginning of the 20th century has witnessed the introduction of the 
seminal concept of boundary layer by L. Prandtl. The relevance of this 
concept was in particular shown by implementing boundary layer suc-
tion, which eventually became the first flow manipulation technique of 
the modern era. The investigation of blowing techniques followed in 
the late twenties. A theoretical step was passed in 1948 by Poisson-
Quinton, who introduced the momentum coefficient and the important 
distinction between boundary layer control and circulation control. 
Concomitantly with these theoretical progresses, many applications of 
the circulation control concept were proposed in the fifties. This period 
witnessed its operational use on military aircraft and its large scale eva-
luation on the Boeing 707 prototype. Nevertheless, this concept suf-
fers from its inherent complexity and added weight and, in the last fifty 
years, the only flow control technique routinely used, in particular on 
Boeing commercial airplanes, is the passive vortex generator. With the 
development of the stability theory and of the important idea that a flow 
can be supersensitive to some specific, well-chosen perturbations, flow 
control has been the subject of renewed interest, the general idea being 
that the introduction of unsteady perturbations is a much more efficient 
way to manipulate a flow than a steady actuation. These progresses 
and the current difficulties to further improve already well-optimized air-
frames have given a new impetus to flow control, which is now a very 
active research topic. The sixth issue of the Aerospace Lab Journal is 
aimed at making a survey of the current development in this field. 

Control objective

Inherent to the idea of flow control are the notions of control objective 
and of the state that the flow should eventually reach. Currently, most 
of the effort of the community is devoted to separation control and 
this issue of Aerospace Lab Journal is no exception [4][5][6][9][12]. 
Nevertheless, keeping the flow laminar remains an important topic, 
which is treated in ref [2], and the reduction of the fluctuations in 
cavity flows is the objective of ref. [8]. 

Actuators & sensors

Actuators are the common denominator of all of the study presented. 
The development of these devices, which necessitate multi-discipli-
nary teams skilled in micro-technologies, has been impressive during 
the last decade. Paper [3] provides a comprehensive overview of flui-
dic actuator development at Onera. Highly innovative plasma synthe-
tic jets are presented in ref. [10] and an example of the application of 
DBD actuators to transition control can be found in ref. [2]. A crucial 
point is that specific means must be developed, both to characterize 
their performance and to correctly interpret subsequent flow control 
experiments. Comparatively, sensors are less developed, since exis-
ting devices are sufficient for most separation control applications. 
Nevertheless, one can anticipate that sensor improvement will be 
necessary for drag reduction related applications. 
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Closing the loop

In order to maximize flow control efficiency, the characteristics of 
the perturbations introduced in the flow (frequency, flow rate, move-
ment) must be adapted as quickly as possible. This necessitates not 
only sensors and actuators, but also a close-loop control algorithm 
in between. The theoretical basis of the control theory is presented in 
ref. [7]. In some cases, a model representing the relationship between 
sensors and actuators must be built. A possible treatment of this spe-
cific issue relying on NARX (Non-linear Auto-Regressive with eXoge-
neous input) modeling is proposed in ref. [6].

Simulation & Experiments

Nowadays, the evaluation of flow control concepts strongly relies on 
numerical simulation. It raises the issue of the way in which actua-
tors are introduced in the simulation. The scale disparity between 
the individual actuator and the airframe to be controlled induces a 
significant additional computational cost. In practice, computations 
of controlled flows can be based either on a full representation of the 

actuator, as in refs. [1],[4],[9] and [12], or on approximated models, 
as in Ref [5]. The experimental basis for a new model is proposed 
in ref. [11]. Close-loop control is currently assessed numerically, 
either using Direct Numerical Simulation (DNS), as in [7], or using 
unsteady RANS as in ref. [6]. Even though simulation has been at 
the origin of significant progresses, the experimental demonstration 
is still indispensable to substantiate the developed flow control stra-
tegy. Examples of experimental validation of the latter can be found in 
references [1],[2],[4],[5],[9],[10] and [12]. 

Applications

The reader of this sixth issue of the Aerospace Lab Journal may be 
convinced that relevant flow control strategies exist for civil aircraft, 
both in the low speed [5][12] and the high speed flight domains [1]. 
Interesting perspectives have been reported for helicopters and for 
turbomachinery applications in refs. [4] and [9] respectively. For 
every aforementioned application, a global systemic analysis of the 
proposed control strategies must be undertaken in close collaboration 
with industrial partners 
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Buffet Characterization and 
Control for Turbulent Wings

The objective of this paper is to present an overview of the work performed at Onera 
over the last decade on the characterization and control of the buffet phenomenon. 

This aerodynamic instability induces strong wall pressure fluctuations and as such lim-
its aircraft envelope, consequently it is interesting to understand the origin of this insta-
bility and to try to delay its onset, in order to improve aircraft performance, but also to 
provide more flexibility during the design phase. First, results from wind tunnel tests on 
2D airfoils are presented to explain the 2D buffet phenomenon and since it is used as 
validation test case for numerical simulations. Then, results from several wind tunnel 
tests on a 3D configuration are presented. The 3D buffet phenomenon is characterized 
using steady and unsteady wall pressure measurements and LDV. Then, several types 
of flow control have been investigated, either passive (mechanical vortex generators) or 
active (fluidic VGs, fluidic trailing-edge device (TED)). It is shown than mechanical and 
fluidic VGs are able to delay buffet onset in the angle-of-attack domain by suppressing 
the separation downstream of the shock. The effect of the fluidic TED is different, the 
separation is not suppressed but the rear wing loading is increased and consequently 
the buffet onset is not delayed in the angle-of-attack domain, but only in the lift domain. 
Closed-loop control of the fluidic VGs is also investigated, to adapt the mass flow rate 
to the aerodynamic conditions.

Introduction
 
The shock-wave/boundary layer interaction on the upper side of a 
wing at high Mach number and/or high angle of attack induces a mas-
sive flow separation, which can lead to instability. This phenomenon 
is a global flow instability known as "buffet" and can further lead to 
structural vibrations (“buffeting”). Buffet results in lift and drag varia-
tions that greatly affect the aircraft aerodynamics and, as such, limit 
the aircraft flight envelope, since a margin of 30% on the lift coef-
ficient at cruising conditions must be respected by design standards.

For the last twenty-five years or so, a structured multi-disciplinary re-
search program has been defined at Onera for addressing buffet char-
acterization and control on, firstly turbulent airfoils, and then wings. 
This research program had comprised very detailed complementary 
experimental and numerical studies. 

Two complementary devices/technologies had been developed for 
buffet control:
	 • either a "VG-type" (Vortex Generator) actuator, the effect of 
which is to add momentum and kinetic energy to the turbulent bound-
ary layer which develops upstream of the shock and the induced 
separation, in order to suppress, or at least to delay, the appearance 

of separated unsteady flows, which is at the origin of the buffet phe-
nomenon;
	 • or a "TED-type" (Trailing Edge Device/Deflector) actuator, which 
behaves as a trailing edge, or cambered trailing edge, by increasing 
the rear loading of an aerofoil and then postponing the buffet onset at 
a higher lift coefficient. 

Thus, several reports and publications have been made for 2D rigid 
airfoils ([1]-[3] [7]-[8], [11]-[12], [15]-[17]). In particular, the ef-
ficiency of a closed-loop approach using mechanical “TEDs” was 
shown, the control laws being extracted from a semi-empirical model 
[8]. Furthermore, very few studies were made for 2.5D ([2], [15] or 
[17]) or 3D transonic wings [5]; early attempts of control via me-
chanical TEDs in open-loop have not been very successful for a 3D 
wing [8], as yet. These aforementioned studies referred mainly to 
mechanical devices. 

Therefore, a new joint Onera research project was launched at the 
beginning of 2007, aimed at addressing buffet studies on 3D turbulent 
wings [9]. The focus was to investigate buffet control via the use of 
fluidic devices, which should be easier to handle than “mechanical 
TEDs for closed-loop” control applications. In parallel to this research 
project, the EU-funded AVERT “Aerodynamic Validation of Emission 
Reducing Technologies” project, coordinated by Airbus Operations 
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Ltd, was launched in January 2007. For high speed technologies, 
demonstration tests were focused on buffet control and were per-
formed on a 3D half wing/fuselage body at the Onera S2MA facility, 
in March 2010 [10]. Thus, the efficiency of delaying the buffet onset 
was shown using an open loop approach, with either fluidic VG or 
fluidic TED, at constant flow rate. The main characteristics of fluidic 
VGs and TED were defined by Onera and LEA Poitiers, respectively.
Later on, Onera pursued buffet investigations on a 3D wing, the 
geometry of which being similar to that of the model tested at the 
Onera S2MA wind tunnel, but adapted to fit in the test section of the 
“research-type” Onera S3Ch wind tunnel [6], [14]. Flow topologies 
on both wings – either at the S3Ch or at the S2MA wind tunnel – were 
very consistent at the buffet onset and beyond. Blowing at rather large 
values of constant flow rates was applied for different angles of at-
tack, at a Mach number close to 0.815; furthermore, various pulsed 
flow rates (duty cycle = 0.5) at frequencies in the range 100 to 500 
Hz, were investigated for strong buffet conditions.

Later on, within the framework of the Clean Sky SFWA-ITD (Smart 
Fixed Wing Aircraft – Integrated Technology Demonstrator), comple-
mentary high-speed tests were carried out on the 3D turbulent wing 
at the Onera S3Ch wind tunnel, using fluidic devices at continuous 
and pulsed flow rates. First of all, the open loop approach was applied 
at relatively low values of constant flow rates, for several fluidic VGs 
conditions. Then, a closed loop approach was applied by establishing 
a feedback between the fluidic VG opening and:
	 • Either the r.m.s.  value of an unsteady pressure sensor close to 
the trailing edge;
	 • Or, the average value of the shock position, estimated from 10 
unsteady pressure sensors that were monitored continuously, in or-
der to estimate the shock location in real time.

Last, but not least, within the framework of the Onera joint research 
project [9], closed loop control using fluidic VGs or fluidic TEDs was 
applied rather recently, at the beginning of 2012, on the 3D half wing/
fuselage body at the Onera S2MA wind tunnel. The results are cur-
rently under analysis and are not mentioned in this review paper.

There is a huge amount of literature on the control of the shock/
boundary layer interaction. The control methods can be gathered into 
two main categories. In the first category, the objective is to weak-
en the shock by splitting it to have a bifurcated λ shock structure. 
Several studies over the last decade have examined passive control 
devices to bring about the modified shock pattern: a cavity covered 
with a perforated plate [20], grooves and stream-wise slots [21]-
[22] underneath the shock foot. These various concepts have led 
to moderate success, the reduction in wave drag being sometimes 
outweighed by viscous penalties [23]. This can be alleviated by us-
ing active devices, such as boundary layer suction through a slot, 
but these devices require auxiliary equipment, which offsets any drag 
reduction benefits [24]-[25]. A promising method to lower the total 
pressure loss through the shock system is the control by a bump. In 
the beginning, 2D-shape bumps were investigated and led to signifi-
cant wave drag reductions with moderate viscous penalties, but were 
found to perform very badly under off-design conditions [25]-[26]. 
More recent studies were performed with 3D bumps, which have a 
limited spanwise extent, to enhance the off-design performance [27]-
[29]. The λ shock structure has been found to propagate between 
the bumps, giving total pressure decreases across the span. More-
over, streamwise vortices developed along the bump sidewalls have a 

beneficial effect on the downstream boundary layer behavior, render-
ing this passive control device as a promising concept.

The second category is aimed at energizing the boundary layer up-
stream of the shock, making it more resistant to the adverse pressure 
gradient and consequently less likely to separate downstream of the 
shock. Mechanical vortex generators [30]-[36], fluidic vortex gen-
erators and synthetic jet fall in this category. Previous studies done 
at Onera [37] have shown that mechanical VGs are able to delay the 
buffet onset to higher angles of attack. However, even though they 
have shown their efficiency for buffet onset delay, mechanical vor-
tex generators have the drawback of increasing drag under nominal 
cruising conditions. This is the reason why fluidic VGs, which can 
be turned off, are also investigated. Moreover, they can be used in a 
closed-loop strategy to optimize the flow control and consequently 
to reduce auxiliary equipment for actuation, which is an important 
constraint for aircraft manufacturers. Concerning these fluidic VGs, 
they have mostly been studied to control the shock/boundary layer in 
internal flows [38]-[41], but there are also few papers on 2D airfoils 
[42]-[44].

This review papers is aimed at providing the main outcomes from all 
these experimental tests, as well as from the computational investiga-
tions performed from the high-quality database generated through all 
of these afore-mentioned testing campaigns.

Buffet Characterization: Experiments and Simulations

2D Turbulent Airfoil

First, the buffet phenomenon has been investigated on a 2D airfoil. 
The study was carried out in the continuous closed-circuit transonic 
S3Ch wind tunnel of the Onera Meudon Center. This facility has a test 
section size of 0.78 × 0.78 × 2.2 m. The upper and lower walls are 
flexible, so as to reduce wall interferences near the model, the adapta-
tion technique being based on a steady flow hypothesis [14]. The side 
walls are equipped with Schlieren quality windows. The experimental 
arrangement is shown in figure 1. The model is an OAT15A profile 
with a relative thickness of 12.3%, a chord length c = 230 mm, a 
span of 780 mm (which gives an aspect ratio of 3.4) and a thick trail-
ing edge of 0.5% of the chord length. The central region of the profile 
is equipped with 68 static pressure orifices and 36 unsteady Kulite 
pressure transducers.

 Figure 1 - OAT15A supercritical profile in the S3Ch transonic wind tunnel
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Schlieren films were recorded using a high-speed camera allowing 
acquisitions of 1000 frames per second, which means 14 images per 
period since the shock oscillation frequency is 70 Hz (see figure 5). 
The exposure time is set equal to 1.9 10-6 s or 1.3 10-4 the oscillation 
period. Examples of pictures obtained for M0 = 0.73 and a  = 3.5° 
are shown in figure 2 (these conditions are those of the other inves-
tigations presented next). The two pictures correspond to the most 
upstream (red upward pointing arrow) and downstream locations 
(green upward pointing arrow) of the shock during its oscillation for 
these conditions. The wave observed upstream of the field is due to 
the transition triggering strip. Its apparent importance is amplified by 
the spanwise integration of light deviation, which tends to magnify the 
image contrast. In reality, surface pressure measurements showed 
that the variations of the flow conditions across this wave were negli-
gible. The picture in figure 2a reveals a lambda-shaped region typical 
of the transonic shock wave/boundary-layer interaction with a shear 
layer (in white), which develops along the slip line originating from the 
lambda structure triple point. The separated boundary layer above the 
profile, behind the shock (in black), is also visible. When the shock 
wave moves upstream, the separation size increases, as well as the 
corner flow separation on each side wall. Deformations of the shock 
surface associated with these corner flows are visible in figure 2a, 
when the shock is at its most upstream location.

 b) Shock most downstream location

Figure 2 - Instantaneous Schlieren pictures for a =3.5°, M =0.73
(a) Shock most upstream location, (b) Shock most downstream location

The oil flow visualization in figure 3 reveals that the time-averaged 
shock remains parallel to the leading edge on nearly 80% of the wing. 
Flow deviations are apparent in the lateral wall region. These cor-
ner flow separations, which are due to interactions with the side wall 
boundary layers, remain confined to nearly 10% of the profile span at 
each end.	  

a) Shock most upstream location	

Figure 3 - Oil flow visualization of the upper surface of the wing 
for a =3.5 °, M=0.73, viewed from downstream: a) left side, b) right side. 
The center region of the airfoil is free from oil flow.

Figure 4 shows the distributions of the wall pressure coefficient Cp 
measured for  M0 = 0.73 and four incidence angles (2.5 < a  < 3.9°). 
As shown in this figure, a supercritical profile is characterized by a 
pressure plateau preceding the compression due to the shock. For 
a  = 2.5 and 3°, the shock remains steady (no buffet) and is located 
at  x/c = 0.48. The shock starts to oscillate for a  = 3.5°, with a 
maximum upstream excursion detected at x/c = 0.3 for a  = 3.9°. 
The spreading of the recompression region in figure 4 results from 
the temporal integration of flow intermittency during shock oscilla-
tion. Note also that the pressure decreases at the trailing edge when 
a increases, which corresponds to an increase of the separation 
extending from the shock foot to the trailing-edge.

 Figure 4 - Time-averaged wall pressure coefficient

Power spectra obtained with the unsteady pressure transducer lo-
cated at x/c = 0.45 are plotted in figure 5 for a  = 3, 3.1, 3.25, 
3.5, 3.9°. The frequency resolution was set to 1/3 Hz. For a  = 3°, 
the shock is stable, the signal energy remaining low and distribut-
ed over all frequencies. However, a bump can be detected between 
40 and 95 Hz, the amplitude of this bump increasing for a  = 3.1° 
with a peak emerging at 70 Hz, together with its first harmonic. This 
peak corresponds to the buffet frequency, as shown by the curves 
obtained at higher incidences (a  = 3.25 and 3.5°). Beyond buffet 
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onset, the spectra are marked by high harmonics and by background 
turbulence. One can note that the energy background overshoots for 
a  = 3.25° before settling down to a lower level for higher incidences.
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Figure 5 - Influence of the incidence on the pressure power spectrum at 
x/c = 0.45 (M = 0.73)

This experimental test case has been computed by several numeri-
cists at Onera with various levels of turbulence modeling: in URANS 
by Deck [11] and Brunet [1][3], in ZDES by Deck [11] and Brunet et 
al. [4] and in LES by Garnier & Deck [12].

3D Turbulent Wings

First, it appears important to define the buffet onset limit to answer, 
for example, the question of how much this limit has been delayed 
using flow control. The buffeting is the dynamic structural response 
to the aerodynamic buffet excitation. The buffeting limit during flight 
tests corresponds to a value of the acceleration measured at the pilot 
seat. However, in wind tunnel tests, since the dynamic response of 
the model structure is different from a real aircraft, new definitions of 
the buffeting onset must be defined. There are global criteria (based 
on the kink in the lift curve, the divergence of RMS value of CL or the 
RMS value of the accelerometers, etc.) but also local criteria (based 
on the divergence of the Cp value at the trailing edge, the RMS value 
of the pressure, etc.).

The main problem with the local criteria is that they may be inappro-
priate for the case, for example, where the spanwise spacing of the 
fluidic VGs is varied and where there will be attached and separated 
zones, depending on the spanwise section. Figure 6 shows an ex-
ample of the application of three criteria on a 3D configuration without 
control at M = 0.82 and Pi = 0.6 bar. In this case, all criteria are in a 
good agreement with a buffet onset angle of attack equal to 3° ±0.1°, 
but the starting point of divergence of the r.m.s. pressure curve is 
very subjective. 

Before being performed in an “industrial-type” wind tunnel, tests 
have been carried out in the S3Ch wind tunnel of the Onera Meudon 
Center. The objective of this test was to assess the efficiency of the 
fluidic VGs, by comparison with a more classical solution based on 
mechanical VGs. The experimental set-up is shown in figure 7. The 
model is composed of a swept wing attached on a half-fuselage. This 
model was designed during the BUFET’N Co project and most of 
the wing is based on the supercritical OAT15A airfoil. The swept angle 
at the leading edge is equal to 30°. The wing twist was adapted to 
ensure a constant pressure along the span under cruising conditions, 

Figure 6 - Comparison of the different buffet entry criteria based on: 
a) RMS value of accelerometer, b) Cp at the trailing-edge, c) RMS value of 
pressure

as well as a shock parallel to the leading edge. Due to the significant 
confinement of the model in the wind tunnel test sections, all wind 
tunnel walls were taken into account during the design phase of the 
model in CFD. From root to tip, the chord varies between 240 mm 
and 200 mm over a span of 704 mm. In the end, no separation at the 
wing root was ensured using adapted profiles and twist in that region.
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Figure 7 - Experimental set-up in the S3Ch wind tunnel

Oil flow visualization for a  = 2.8°, 3º and 3.5° at M0 = 0.82 on the 
upper side of the model are shown in figure 8. The trace of the shock 
wave at the wall is clearly visible, as well as the supersonic region 
upstream. It starts at about 20% of the root and extends over 92% of 
the span. At a  = 2.8° (figure 8 (top)), before buffet onset, there is 
no separation even though the skin friction lines start to be parallel to 
the trailing-edge at y/b = 50 and 60%. At a  = 3° (figure 8 (center)), 
at buffet onset, a small separated zone is visible between 55 and 75% 
of the span and on 25% of the chord. Indeed, oil comes from the 
lower side of the model and goes backwards towards the shock foot. 
The shock is also located more upstream compared to a = 2.8°. At 
a  = 3.5° (figure 8 (bottom)), these conditions correspond to a well-
established buffet regime. Downstream of the shock foot, the flow is 
fully separated. The massive separated flow extends from the foot 
shock up to the trailing edge of the wing.

a = 2.8°

a = 3.0°

80%          70%       60%     50%

80%         70%       60%     50%

80%         70%           60%     50%

Separated area

M0

The wall pressure coefficient distributions for a = 2.5, 2.6, 2.8 and 
3° at y/b = 0.7 are plotted in figure 9. The appearance of the flow 
separation at the trailing-edge of the model is marked by the diver-
gence of the pressure from the previous angles-of-attacks and by the 
displacement of the shock in the upstream direction. Figure 9 shows 
that these conditions are fulfilled for a = 3°, which corresponds to 
the buffet onset. Then, like for the 2D configuration in “2D turbulent 
airfoil”, the higher the angle-of-attack, the lower the pressure at the 
trailing-edge is.

0 	  20	    40                 60                 80	 100

- 1

-0.5

0
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1

Figure 8 - Oil flow visualization for the uncontrolled case 
a = 2.8, 3 and 3.5°, M0 = 0.82

Shock

Figure 9 - Wall pressure distributions at y/b = 0.7 for the uncontrolled case  
a = 2.5 to 3.0°, M0 = 0.82

The unsteady aspects of the buffet phenomenon are analyzed from 
pressure measurements obtained by the Kulite sensors at y/b = 0.6. 
The Strouhal number (St) is defined by

                                              
0

. mf c
St

U
= ,

where ƒ is the frequency, cm is the mean aerodynamic chord length 
and U0 is the freestream velocity. 

The results are presented for four sensors located respectively at 
x/c = 0.45 (at the shock foot) and x/c = 0.5, 0.6 and 0.7 down-
stream of the shock in the separated area. The sampling frequency 
is equal to 20 kHz (St = 16) and the length of the signal is 4 s. 
The number of overlapping blocks is 163, which results in a 20 Hz 
(St = 0.016) resolution frequency. The results (figure 10) show the 
power spectral density (PSD) of the pressure signal as a function of 
the Strouhal number.

At  x/c = 0.45, in the shock displacement region, there is a significant 
increase of the PSD and one can note the presence of a bump on the 
PSD between St = 0.2 and St = 0.6. It is important to note that this 
is the typical signature of the 3D buffet phenomenon at the shock 
foot. The 3D buffet has a completely different characteristic than the 
2D buffet, which is characterized by well-marked peaks in the spectra 
(see figure 5).

Downstream from the shock, at x/c = 0.6, the energy level in the 
signal is lower than at the shock foot. Then, the PSD level increases 
with x/c. The Strouhal number bump remains, but is less clear than 
at the shock foot and its center of mass seems to be shifted to lower 
frequencies.

y/b = 0.6 - a =2.5°
y/b = 0.6 - a =2.6°
y/b = 0.6 - a =2.8°
y/b = 0.6 - a =3.0°

x/c

Cp

a = 3.5°
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Figure 10 - Pressure spectra at Y/b = 0.6 for the uncontrolled configuration 
- a = 3.5°, M0 = 0.82
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Figure 11a presents fields of root-mean-square (RMS) values of the 
longitudinal velocity, obtained by LDV 3C measurements in the plane 
y/b = 0.6 (su/U0: RMS of the longitudinal velocity, non-dimension-
alized by the free stream velocity). The average location of the lead-
ing shock is represented by a dash-dot line. These results show two 
regions of high RMS values. The first one is around the time-averaged 
shock location, the second one is in the separated region. The maxi-
mum velocity fluctuations are concentrated in the mixing layer above 
the separated zone, where large vortex structures are present. Below 
this second region, the backflow characterized by the oil flow visual-
ization exhibits a small level of RMS values. This result confirms the 
unsteady wall pressure measurements in this region. Indeed, fluctua-
tions levels are smaller than at the separation point.

The unsteadiness of the shock location can be characterized by high 
fluctuation levels of the axial component of the velocity at the crossing 
of the shock. The regions of high RMS values are represented by the 
gray lines around the time-averaged shock position. This behavior is 
explained partly by a strong deceleration of the flow at the crossing 
of the shock, on the one hand and by the shock unsteadiness, on the 
other hand.

Measurements along a line across the shock (gray dots) are per-
formed to quantify the shock displacement (see figure 11a). A large 
number of samples (one million) have been acquired to insure sta-
tistical convergence. For each position, it is possible to compute 
histograms for each component of the velocity. Figure 11b shows 
the change in the longitudinal velocity and its fluctuation along this 
exploration line. The decrease of the axial velocity extends over 4% of 
the chord, which is very limited compared to the one on a 2D profile. 
The velocity fluctuation profile has a maximum at the average shock 
position.  

This test case has been computed in ZDES by Brunet & Deck (see [5] 
for more details on the numerical method). The mesh size is 190.106 

cells. Figure 18 shows a Q-criterion iso-surface of the instantaneous 
flow.

b)

Figure 11 - Uncontrolled configuration   a = 3.5º, M0 = 0.82 - Estimation 
of the shock oscillation amplitude at y/b = 0.6 - (a) LDV iso-contours of 
RMS longitudinal velocity, (b) time-averaged and RMS longitudinal velocity 
distributions

Figure 12 - Q-criterion iso-surface   a = 3.5º, M0 = 0.82

Then, after these first validation tests, wind tunnel test have been per-
formed in the S2Ma wind tunnel of the Onera Modane-Avrieux Center. 
This wind tunnel allows larger models to be tested. Moreover, it is 
equipped with a balance, which enables to study the buffet onset by 
varying the angle of attack of the model. 
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Figure 13 - AVERT model in the S2MA wind tunnel.

First results are provided from oil-flow visualizations at different an-
gles of attack (figure 14). When increasing the angle of attack up 
to 2.5°, the wall flow is fully attached. At a = 3.5°, there is some 
separated flow between 42.5% and 82.5% of the spanwise extent; 
indeed, the flow from the lower side is contaminating the upper side 
(figure 14(b)). For higher angles of attack, the separated areas in-
crease greatly. Thus, it can be guessed that the buffet onset corre-
sponds to an angle of attack of between 2.5° and 3°, which is fully 
consistent with the divergence of the r.m.s. pressure curve in figure 6, 
which comes from this wind tunnel test.

Pressure distribution curves are provided in figure 15, for a Mach 
number of 0.82 and a stagnation pressure of 0.6 bar. Considering, 
for instance, the spanwise section y/b = 72.5%, when the angle of 
attack increases up to 2.5°, the shock position is moving backwards 
and the supersonic “plateau” level ahead of the shock increases. 
Then, from 3.0°, the shock is moving upwards while the “plateau” 
level still increases and separation occurs just upstream of the trailing 
edge with a more pronounced effect at 3.5°. These pressure distribu-
tions are fully consistent with the onset of buffeting recorded from 
either oil-flow visualizations or r.m.s. curves. These observations are 
valid also at the internal spanwise section (y/b = 55%). 

Figure 13 shows the AVERT model in the S2Ma wind tunnel. The half-
model geometry consists in a wing, a fuselage and a peniche. The 
wing cross-section geometry is based on the OAT15A airfoil, as for 
the S3Ch model in figure 7. The wing span is larger (1.225 m) and 
the sweep angle is the same (30º). The chord length is 0.450 m at 
the wing root and 0.225 m at the wing tip. The mean aerodynamic 
chord is 0.3375 m.

Figure 15 - Wall pressure distribution for different spanwise section and 
different angles-of-attack (M=0.82, Rec=2.83 106)
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Figure 14 - Oil flow visualizations of the baseline for different angles-of-attack (M=0.82, Rec=2.83 106)
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mechanical VGs. If the mesh is sufficiently refined in the wake of the 
VGs, the agreement between the numerical simulation and the experi-
mental data is very good. The shock location, as well as the pressure 
level downstream, are very well predicted.
  

To summarize, figure 16 shows the buffet onset in the (Mach, Angle 
of Attack) domain for the baseline configuration at Pi = 0.6 bar in 
the S2Ma wind tunnel.

Buffet Control: Open Loop Approach for 3D Turbulent 
Wings

Mechanical VG

As explained in the section "Buffet Characterization: Experiments and 
Simulations", the first objective was to define a reference configura-
tion with control, in order to compare the efficiency of fluidic VGs. It 
is well known that mechanical VGs are able to postpone buffet onset, 
so they have been chosen as a reference. Since the wing is swept, 
only co-rotating VGs are considered here. The VGs, whose vertices 
are located at 20% of the chord, consist in 27 small triangles with 
a height h =δ = 1.3 mm and a length equal to 5 h. Their skew 
angle has been defined using numerical simulations [18] and is equal 
to h =30° with respect to the freestream direction (and so β =0° 
with respect to the leading edge normal). The first VG is located at 
51% of the span (b), the last one at 89%, and the spacing between 
the VGs is 1.7% of the span ( λ = 12 h). 

Figure 17 shows an oil flow visualization of the controlled configura-
tions with mechanical VGs. By comparing against figure 8, one can 
observe that flow separation has been suppressed over most of the 
wing span, except between y/b = 0.5 and 0.6 where a recirculation 
zone remains. Let us recall that VGs are only located at between 50% 
and 90% of the span, which leaves the first half of the wing uncon-
trolled and prone to separation, like for the baseline. Just downstream 
of the VGs, an interesting 3D flow pattern can be observed in the 
shock foot region and the footprint of the longitudinal vortices (darker 
lines normal to the leading-edge) created by the mechanical VGs. 
These vortices deform the shock along the span leading to a very 
complex but almost periodic 3D shock / vortices interaction.

This test case has also been computed by Dandois et al. [18]. Fig-
ure 18 shows a Q-criterion iso-surface 2 2 ( = 100 / )Q U h∞  colored by 
the Mach number and the separated zone (in black) for the fine grid. 
The streamwise vortices created by the co-rotating mechanical VGs 
are clearly visible. A small separated zone (in black) at between 20 
and 50% of the span remains as observed in figure 17 (in green). 
The small separated zones at the shock foot between the stream-
wise vortices observed in the experiment are also visible. Figure 18 
also shows the wall pressure distribution for the controlled flow with 

Figure 17 - Oil flow visualization with mechanical VGs (left) and zoom at 
y/b=75% (right) (a = 3.5º, M0 = 0.82)
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Figure 18 - Q-criterion iso-surface 2 2 ( = 100 / )Q U h∞  colored by Mach 
number and separated zone (in black) and comparison of wall pressure 
distributions between experiment and RANS computation

Fluidic VG (continuous flow rate)

On the S3Ch model, a cover with 40 co-rotating fluidic VGs has been 
manufactured to try to reproduce the effect of the mechanical VGs, 
with the advantage of being able to activate them only when they are 
necessary. The fluidic VGs consist in small nozzles with a conical 
shape and a supersonic exit flow at MSVG = 2. The exit diameter of 
the nozzles (d) is equal to 1 mm and the pitch angle (defined between 
the jet direction and the local wall tangent, see figure 19 (left)) is 
a = 30°. The 40 continuous fluidic VGs are located at between 53 
and 82% of the span, with a spacing equal to 0.85% of the span 
( λ = 6mm). A different cover with 25 pulsed fluidic VGs has also 
been manufactured. They are located at between 50 and 84% of the 
span with a spacing equal to 1.63% of the span ( λ = 11.5mm).

The orientation of the jets with respect to the leading edge of the 
model β  being an important parameter, it has been studied numeri-
cally (Dandois et al. [18]), in order to define the most interesting skew 
angles to be tested. Thus, on the S3Ch model, two skew angles for 
continuous fluidic VGs have been tested: β = 30° and 60° (and are 
named VGF4 and VGF5 respectively) and one for the pulsed fluidic 
VGs: β = 60° (named VGFp). These pulsed fluidic VGs consist in 
Onera home-made piezoelectric actuators supplied with compressed 
air and driven by an electric square signal. They are located at 23% 
of the chord.

a β
Jet exit flow

d
l

U∞

l
60°

Figure 19 - Sketch showing the definitions of the main parameters of the 
fluidic VGs

β
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For the fluidic VGs, the momentum coefficient Cμ is defined by:
2

2 2
0 0 0 0

1 1
2 2

j j j m jS U q U
C

SU SU
µ

ρ

ρ ρ
= =

		                         
where jρ  and Uj are respectively the density and velocity of the jets 
(time-averaged in the pulsed blowing case), Sj the sum of all of the 
orifice surface area based on the hole diameter (not the projected sur-
face) and qm is the mass flow rate (time-averaged in the pulsed blow-
ing case). When the flow at the exit of the nozzles is supersonic, the 
Mach number (M = 2) and thus Uj are fixed and only the mass flow 
rate continues to increase with the air supply stagnation pressure. 
The variables oρ  and U0 are, respectively, the freestream density and 
velocity of the main flow, the wing area corresponding to a half span 
being denoted by S.

Figure 20 shows a comparison of the Cp distributions at y/b = 0.7 
between the baseline, mechanical and fluidic VGs configurations. 
This spanwise section is representative of the most separated region 
on the upper wing. The results show that the control effect on the 
pressure plateau level upstream of the shock is negligible. The shock 
location has been shifted more downstream on the wing, at around 
x/c = 0.55, because of the separation alleviation for all controlled 
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cases. The shock seems to be located more downstream in the fluidic 
VGs case than for the mechanical VGs. For this value of the momen-
tum coefficient Cµ,, which corresponds to a saturated effect of the 
fluidic VGs, the skew angle β  seems to have no effect on the wall 
pressure distribution.

The RMS pressure chordwise distributions at y/b = 0.6 (only section 
equipped with Kulite sensors) of the clean and controlled configura-
tions are compared in figure 21. The RMS values are computed on a 
signal length of 4s. For the three controlled configurations, the maxi-
mum level corresponding to the crossing of the shock is located at 
about x/c = 0.55. More downstream, the pressure fluctuation levels 
are lower in all controlled configurations than for the baseline. This 
confirms that unsteadiness in the separated region has been damped 
with either passive or active control. One can also note that the low-
est levels are obtained by fluidic VGs. However, pressure fluctuation 
levels at the shock location are greater in the controlled cases than for 
the baseline, because the shock is located between two sensors for 
the baseline (see the shock position in figure 21) and consequently 
the peak is not visible in the figure. As for the Cp distribution, there is 
no significant effect of the skew angle of the fluidic VGs on the RMS 
pressure distributions.

Figure 20 - Effect of the fluidic VGs mass flow rate on Cp distributions at 
y/b = 0.7 - a = 3.5°, M0 = 0.82

Figure 21 - Comparison of RMS pressure distributions at  y/b = 0.6  
a = 3.5°, M0 = 0.82

Figure 22 - Q-criterion iso-surface 2 2 ( = 100 / )Q U h∞  colored by the Mach number and separated zone (in black) showing the streamwise vortices created 
by the co-rotating fluidic VGs
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This test case has also been computed by Dandois et al. [18]. 
Figure 22 displays a Q-criterion iso-surface 2 2 ( = 100 / )Q U h∞  
colored by the Mach number and the iso-surface Vx = 0 
(streamwise velocity = 0, in black) for the fine overset grid. The 
streamwise vortices created by the co-rotating fluidic VGs are clearly 
visible. As observed in the experiment, there remains a small sepa-
rated zone between 50 and 60% of the span.

For the S2MA model, like for the S3Ch model, micro-nozzles with a 
throat diameter of 0.8 mm and an exit diameter d = 1 mm have been 
used. Since the model is larger than the S3Ch model, there are 50 
fluidic VGs instead of 40. They are also located closer to the leading 
edge at 15% of the chord, in order to be outside the fuel tank region 
on a real aircraft. They are located between 46% and 89% of the 
wing span. The spacing between each hole is λ =14.4 d. Like for 
the S3Ch model, the pitch angle a  is fixed equal to 30°. Since on 
the S3Ch model no difference was observed between the two test-
ed skew angles, only β =60° (taken from the normal to the leading 
edge line) has been tested on this model. The maximum mass flow is 
0.5 g.s-1 per hole and the fluidic VGs can operate in continuous blow-
ing mode, or in pulsed blowing mode (between 0 and 700 Hz) using 
piezoelectric actuators inside the model.

Figure 23 shows a close-up view of the oil flow visualization of 
the controlled flow by fluidic VGs (Cμ = 5.8 10-4) at a  = 3º. The 
streamwise vortices created by the VGs are traced by the streamwise 
line of oil washing between accumulations of blue oil. The shock foot 
is also modified by the interaction with the streamwise vortices. For a 
higher angle of attack a = 4.25º (see figure 24), in the uncontrolled 
case, the flow is separated on one third of the span in the central part, 
whereas in the controlled case with fluidic VGs, a flow separation 
starts to appear at around 40% of the span where the flow is not con-
trolled (the fluidic VGs are located between 46 and 89% of the span). 
Thus, the fluidic VGs are able to delay the separation appearance as 
well as the mechanical VGs.

Since the S2MA wind tunnel is equipped with a balance, the effect of 
the fluidic VGs on lift and drag can be investigated. The lift change 
with the angle of attack is given in figure 25 for the baseline, the me-
chanical VGs case and the fluidic VGs for some selected values of Cμ. 
The control has no influence on the lift curves for a < 2.5º. For a  
> 2.5º, the lift curves of the baseline and the controlled case start to 
diverge, the control increases the lift. Then, for a  > 4º, the lift incre-

Figure 23 - Close-up view of the oil flow visualization around the fluidic VGs 
at a =3° and Cµ=5.8 10-4

Figure 24 - Oil flow visualizations of the baseline (left) and the fluidic VGs 
case (Cµ=5.8 10-4) at a =4.25°

ment is nearly constant. The lift increment, observed for angles-of-
attack larger than the buffet onset at  a  = 3º, increases with Cμ but 
quickly reaches a saturation for Cμ ≥ 4.6 10

-4 ,which corresponds 
to a low value Cμ (5% of the maximum Cμ) and the mass flow rate 
(5.9 g.s-1 = ¼ of the maximum masse flow rate). The micro-nozzles 
are not even shocked. In figure 25, the lift curves for Cμ = 4.6 10-4 

and 1.7 10-3 are superimposed. The effect of the fluidic VGs on lift 
is comparable to the mechanical VGs one for a very low value of Cμ 
equal to 1.5 10-4 (3 g.s-1)

Fluidic VG (pulsed flow rate)

The wall pressure distributions for the baseline, the continuous blow-
ing VGs and the pulsed fluidic VGs case at a mass flow rate of 4 g.s-1 
are given in figure 26 for an angle-of-attack of 4.25° and y/b = 72.5%. 
The actuator command varies between 0 and 100% of the fluidic VGs 
opening. As for the continuous blowing fluidic VGs, the effect of the 
pulsed fluidic VGs is to suppress the flow separation characterized by 
the Cp increase at the trailing edge, which occurs for a  ≥ 3º for the 
baseline and to shift the shock downstream. The effect of the forcing 
frequency of the pulsed fluidic VGs is to modify the Cp gradient at the 
shock foot at around 50% of the chord: for ƒ = 65 and 125 Hz, this 
gradient is smaller than in the continuous blowing case and than that 
for pulsed fluidic VGs with ƒ ≥ 185 Hz. This lower Cp gradient char-
acterizes in 2D the shock motion on the suction of the airfoil so here, 
for a forcing frequency of 65 and 125 Hz, the shock motion amplitude 
is increased compared to the baseline.
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these synthetic jets have no effect on the static wall pressure distribu-
tion as well as on the pressure fluctuation level, since the curves are 
superimposed with the baseline ones. This is probably due to the too 
low peak velocity of these synthetic jets compared to the local one 
(around 420 m.s-1).
 
Fluidic TED

The fluidic TED consists in a slot located on the lower side of the model 
at the trailing-edge. The blowing angle is normal to the lower surface 
(see figure 29). Its design is similar to that developed by LEA for the 
VZLU WT tests during the AVERT European project [19]. The slot is 
located at x/c = 95% and its width is equal to 0.5 mm. The spanwise 
length of the slot is 490 mm (between 45% and 85% of wing span). The 
design of the plenum that supplies the slot with air is based on the TED 
design for VZLU tests: 4 transverse sections can be feed separately, the 
maximum mass flow being equal to 180 g.s-1 (4×45 g.s-1).
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Figure 27 gives the Frequency Response Function of the shock loca-
tion versus the command signal. The amplitude of the FRF decreases 
strongly as the frequency increases. The global shape of the FRF am-
plitude is "smooth" without any "resonance peak". The analysis of the 
FRF phase is similar to a pure delay. Using the phase information over 
[10-100]Hz, the time lag can be estimated at 2.2 ms, which gives an 
estimation of the time delay in the whole system including all electric, 
mechanic, aerodynamic response times.

Synthetic Jet Actuator

A cover equipped with 14 synthetic jets has also been tested during 
the S2MA wind tunnel campaign. Seven of these have a hole exit 
diameter d of 0.5 mm and the seven others have a diameter of 1 mm. 
Their peak velocity without freestream has been measured at between 
120 and 140 m.s-1 for d = 0.5 mm and between 110 and 150 m.s-1 
for d = 1 mm. Figure 28 shows the static wall pressure distribution 
(left) and its fluctuation level on the upper side of the model (right) 
for the baseline and the controlled configuration with synthetic jets 
(two frequencies: purple and blue) and fluidic VGs at a very low mass 
flow rate of 0.5 g.s-1 (in cyan) for comparison. This figure shows that 

Figure 26 - Wall pressure distribution for the baseline, continuous blow-
ing fluidic VGs and pulsed fluidic VGs at 4.25° and different frequencies at 
4 g.s-1 and an actuator command between 0 and 100%.
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Figure 31 - Wall pressure distributions (M=0.82, Pi=0.6 bar): increasing fluidic TED effect at a constant value of the lift coefficient CL=0.66 corresponding 
to buffet onset
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Figure 28 - Wall pressure distribution (top) and RMS pressure level as a 
function of x/c (down)

The lift change with the angle-of-attack is given in figure 30. The ef-
fect of the fluidic TED is a constant increase in its value over the 
entire angle-of-attack range. This global variation on CL is progressive 
with the increase of the Cµ. Up to the maximal value of Cµ (0.0090), 
corresponding to the maximal mass flow rate of the test device, the 
observed effects vary linearly with Cµ: the effect for Cµ = 0.0090 is 
approximately three times that for Cµ = 0.0027.

Figure 30 - Fluidic TED action (up to the maximal value of the blowing mass 
flow rate) on the lift versus a (M=0.82, Pi=0.6 bar)

The static wall pressure distributions for the baseline and the fluidic 
TED are given in figure 31 for two different spanwise sections and 
different Cµ values at the same lift coefficient value. This constant 
lift coefficient value 0.66 corresponds to the “starting” buffet for the 
baseline configuration (a ~3°). For the fluidic TED cases, the buf-
fet level is lower and close to the buffet onset limit, which can be 
estimated at a = 2.75°, as well as for baseline than for FTED cases.
When the fluidic TED slot is not blowing (slot open - dashed line) there 
are only slight differences in the pressure distributions compared to 
the baseline configuration case. For section y/b = 55%, the strong 
upper side shock wave moves downstream (about 5% of the chord), 
while the wide supersonic plateau upstream of it becomes lower. On 
the aft part of the wing, the pressure distribution is “opening”, both on 
the upper and lower side. For section y/b = 72.5%,  the effect is the 
same as in the 55% section, but the downstream displacement of the 
strong shock wave is more important (10% to 15% of the chord) and 
the opening of the distribution on the rear aft of the wing is stronger.

Figure 29 - Sketch showing the definitions of the main parameters of the 
fluidic TED
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Open Loop Result Summary

Figure 32 summarizes the behavior concerning buffet onset and de-
velopment for the mechanical and fluidic VG configurations at dif-
ferent Cμ levels, in comparison with the baseline configuration at 
M= 0.82 and Pi=0.6 bar. The RMS fluctuations values are plotted 
versus the angle-of-attack and versus the lift coefficient for the upper 
side Kulite pressure transducer named K2, located near the trailing 
edge at x/c=85% on the spanwise section y/b=75%.

At low values of a  or lift coefficient, fluidic or mechanical VGs do not 
produce any increase of the mechanical vibration level. For mechani-
cal VGs, the strong increase in the pressure fluctuation and mechani-
cal vibration corresponding to buffet is clearly postponed to higher 
angle-of-attack and lift values. Moreover, the increase in the pressure 
fluctuation seems to be reduced when buffet becomes stronger. The 
buffet onset limit is estimated at a = 3° (instead of 2.75° for base-
line).

For fluidic VGs, the effects are similar, but stronger. At Cμ = 0.0006, 
the buffet onset limit can be estimated at  a = 3.25° and the increase 
in the pressure fluctuation when buffet develops is lower, as for the 
baseline or even the mechanical VGs configuration.

Concerning the control by the fluidic TED, it is important to note that 
this flow control device does not delay the buffet onset at higher an-
gles-of-attack (see figure 32 (left)) but only at higher lift values (see 
figure 32 (right)), since, as was shown in figure 30, the effect is a 
constant lift increase over the entire angle-of-attack range and the 
kink visible on the lift curve at around 3° is not delayed by the fluidic 
TED.

Buffet Control: closed loop approach

Different closed-loop control architectures were tested in the S3Ch 
wind tunnel for M = 0.82, Pi = 1 bar and an angle-of-attack of 3°. 
The main control parameters are described in table 1 depending on 
the signal and the objective function used in the closed loop.
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Figure 32 - Buffet entrance with fluidic and mechanical VGs; comparison with the baseline configuration at  M=0.82 and Pi=0.6 bar: unsteady wall pressure 
measurements

Table 1- Control configurations tested in S3Ch

The first schematic closed loop control architecture is shown in figure 
33. The objective is to minimize the RMS value of an unsteady pres-
sure transducer located at the 90% of the chord. The feedback law 
can be associated to a disturbance rejection strategy. In this case, 
no reference input is applied to the system, the control architecture is 
aimed at minimizing its response to a specific perturbation. This part 
deals only with a quasi-steady approach of a feedback control. The 
quasi-steadiness property results from the fact that the system out-
put is passed into an integrator block, in order to estimate a specific 
criterion over a "long" time (RMS value, averaged value).

Figure 33 - Block diagram of the first control approach

The main results are plotted in figure 34. Starting from the uncontrolled 
configuration, the pressure fluctuations level (estimated through the 
RMS value) is very high. The command of the pulsed fluidic VGs is 
proportional to the RMS value. After a rise time and settling time, the 
control command converged to a fixed value.
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Figure 34 - Time evolutions of command, flow and pressure signals

A different closed-loop algorithm, consisting in maximizing the shock 
location, has also been tested. The schematic control architecture is 
shown in figure 35. In this closed loop approach, 10 unsteady pres-
sure sensors were monitored continuously, in order to estimate the 
shock location in real time. The estimated signal was used as control-
ler input.

Figure 35 - Block diagram of the second control approach

The main results are plotted in figure 36. As for the previous case, the 
evolution of the VG command is clearly proportional to the chosen 
signal. With a small gain value, the actual command may result in 
an inefficient VG command, or may converge to the desirable out-
put slowly. However, with a large control gain, the actual output may 
reach the (maximum) saturation value or may never converge (i.e., 
the controller-plant system oscillates). At the end of the test point 
shown in figure 36, the control efficiency shows that the shock lo-
cation occurs more downstream, at about 10% in chord, than for 
the corresponding uncontrolled case. The RMS fluctuations of shock 
location (but also of the unsteady pressure at the trailing edge) were 
clearly decreased.

Conclusions 

The aim of this paper was to summarize the work performed at Onera 
over the last decade within the framework of several European and 
self-funded projects.
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Sections “2D Turbulent Airfoil” and “3D Turbulence Wings” have 
shown that the appearance of buffet under transonic conditions 
leads to some common features, for example on the change in the 
wall pressure distribution with the angle-of-attack (pressure plateau, 
shock location, trailing edge pressure divergence), but also has some 
fundamental differences. For example, it is important to mention that 
the signature of the 3D buffet phenomenon on the wall pressure spec-
tra at the shock foot (a bump) is completely different from the 2D 
buffet, which is characterized by well-marked peaks.

Then, the efficiency of flow control devices has been evaluated in 
two wind tunnels under transonic flow conditions, at Mach numbers 
between 0.80 and 0.84 and at different Reynolds numbers, from 
2.83 106 to 8.49 106. These results, recorded in an industrial-type en-
vironment, have allowed the behavior of such active technologies to 
be assessed and them to be brought to TRL "Technology Readiness 
Level" values of 3-4.

Each model instrumentation was very detailed and comprised steady 
pressure taps, unsteady transducers and accelerometers, which 
complement the flow visualizations (oil-film and mini-tufts) and global 
force measurements. This allows a perfect description of the turbu-
lent flow, the wall streamlines, the flow unsteadiness, the mechanical 
vibrations and the buffet onset, for each of the tested configurations:
 baseline or reference configuration ;
•	 mechanical VGs;
•	 fluidic VGs in continuous and pulsed blowing mode;
•	 fluidic TED “Trailing Edge Device” at a continuous flow rate.

The effect of both passive and active devices is to:
•	 postpone buffet onset at a higher angles of attack 

		     (mechanical/fluidic VGs), or at higher lift values (all);
•	 decrease the extent of separated areas 

		     (from oil-flow visualizations and mini-tufts);
•	 decrease the unsteadiness 

		     (records provided by Kulite transducers and accelerometers);
•	 increase the lift coefficient for high angles of attack 

		     (from force measurements).

Figure 36 - Time evolutions of command, flow, pressure and shock location 
signals
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Many parametric investigations were performed (not shown here) for 
different fluidic VG spacings, spanwise locations and also mass flow 
rates, and thus momentum coefficients.

The effect of the fluidic VGs is similar to that of the mechanical VGs, 
with a saturation reached for momentum coefficient Cμ above 9 10-5, 
corresponding to a flow rate of 0.12 g.s-1 per hole. Fluidic VGs at Cμ 
of 6 10-5 have very similar aerodynamic performances to those of the 
mechanical VGs case. The effect on unsteady components is very 
similar.

Concerning the fluidic TED, a linear-type behavior has been noted 
on the lift coefficient. It should be pointed out that the efficiency of 
a fluidic TED with Cμ=0.0027 corresponds to that of a mechanical 

TED or mini-flap deflected at ~30° when comparing to former results 
obtained by Onera.

Concerning the closed-loop control, the objective of this work was 
to demonstrate the feasibility of controlling the buffet using a closed 
loop based on a quasi-steady approach. Under transonic flow condi-
tions, the buffet phenomenon is characterized by a strong interaction 
between the shock wave and the boundary layer inducing a massive 
flow separation on the upper side of the wing. Since all of the phe-
nomena are coupled and dependent, the closed loop strategy based 
on the time-averaged shock location (respectively on the pressure 
level at the trailing edge) provides the desired effects, but also some 
effects on the pressure level at the trailing edge (respectively on the 
shock location)
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Nomenclature

x	 streamwise coordinate (m)
y	 spanwise coordinate (m)
z	 vertical coordinate (m)
c	 local chord (m)
Cp	 wall pressure coefficient
M0	 freestream Mach number
α	 angle of attack (°)
CL	 lift coefficient
Pi	 freestream stagnation pressure (Pa)
St	 Strouhal number

f 	 frequency (Hz)
cm	 mean aerodynamic chord length (m)
U0	 freestream velocity (m.s-1)
Rec	Reynolds number based on mean aerodynamic chord
h	 mechanical vortex generator height (m)
δ 	 boundary layer local thickness (m)
λ	 mechanical vortex generator spanwise spacing (m)
β 	 mechanical or fluidic vortex generator skew angle (°)
d	 fluidic vortex generator hole diameter (m)
Cμ 	 momentum coefficient
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Acronyms

LDV 3C	(Three Component Laser Doppler Anemometry)
VG	 (Vortex Generator)
TED	 (Trailing Edge Device/Deflector)
PSD	 (power spectral density, (Pa2/Hz))
RMS	 (root mean squared value)
ZDES	 (Zonal Detached Eddy Simulation)
AVERT	 (Aviation Emission Reduction Technologies (FP6 EC funded project))
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This paper presents experimental and numerical investigations dealing with 2D 
boundary-layer transition control on an Onera-D airfoil using Dielectric Barrier 

Discharge actuators. These actuators generate a non-thermal surface discharge, 
which induces a momentum addition tangentially and close to the wall. In this 
case, the ability of this kind of plasma actuators to delay transition has been 
assessed using both steady and unsteady modes of actuation. On the one hand, 
wind tunnel investigations are conducted, as well as linear stability analyses, 
in order to study the effect of a steady operated DBD actuator on boundary-
layer stabilization. The results show a maximum transition delay of about 35% 
of the chord for low free-stream velocity (U∞ = 7 m/s). On the other hand, an 
experiment has been performed using the unsteady force produced by the DBD 
actuator, to achieve Active Wave Cancellation in a direct frequency mode. With 
the help of a closed loop control system, a significant transition delay has been 
achieved by damping ar tificially introduced TS waves for free-stream velocities 
up to U∞ = 20 m/s. This work has been conducted within the framework of the 
PlasmAero project, funded by the European Commission. 

Introduction

Plasma actuators for flow control applications have been studied for 
more than a decade now. Basically, these actuators can be sorted 
into two groups, depending on the kind of plasma that is generated: 
non-thermal plasma or thermal plasma. Thermal plasma actuators are 
based on the generation of an equilibrium discharge, in order to locally 
increase the pressure and the temperature of the surrounding gas. 
For example, Plasma Synthetic Jet (PSJ) actuators generate a spark 
discharge inside a small cavity having a pinhole exit at the wall. The 
pressure increase inside this cavity induces a wall-normal jet, which 
acts on the boundary layer as a vortex generator. These actuators have 
shown promising results in controlling several academic aerodynamic 
configurations, such as compressible jets or incompressible separated 
boundary layers [4], [12]. Non-thermal plasma actuators, like 
Dielectric Barrier Discharge (DBD) [19] or Corona Discharge [14], are 
based on the generation of a non-equilibrium surface discharge, which 
induces a body force parallel to the wall (called ionic wind) inside the 
boundary layer. This kind of actuator has been widely characterized 
in quiescent air for different ambient conditions. Moreover, many 
investigations have shown their ability to control airflows around 
different kinds of bodies: flat plates, cylinders and airfoils. Most of 

these studies are reported in detailed reviews [2], [5], [15]. The work 
presented in this paper has been performed within the framework 
of the PlasmAero project, funded by the European Commission, for 
which the main objective is to assess the ability of plasma actuators 
to control airflows, in order to reduce the environmental impact of 
air transport. One possible way to reduce aircraft fuel consumption 
is to delay boundary-layer transition on wing profiles, in order to 
reduce skin friction drag. Basically, two approaches are possible to 
achieve this goal on a 2D boundary-layer transition: on the one hand, 
steady actuation is used to modify the mean velocity profile, in order 
to make the boundary layer more stable. Different kinds of actuation 
have shown good results using this approach, like for instance steady 
suction. On the other hand, unsteady actuation is used to act (or 
counteract) directly on the instabilities growing within the boundary 
layer, the well-known Tollmien-Schlichting (TS) waves, which lead to 
turbulence for low disturbance level airflow. This approach is called 
Active Wave Cancellation (AWC). The goal of this study is to show 
the ability of a DBD plasma actuator to delay transition on an airfoil by 
means of either steady or unsteady actuation, as this actuator is able 
to induce either continuous or unsteady momentum addition to the 
boundary layer, depending on the electrical parameters of the high-
voltage signal.
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Experimental setup

These experiments have been conducted in the subsonic open-return 
“Juju” wind tunnel located at the research facilities of Onera Toulouse. 
It features a low turbulence level 0.5x10-3 < Tu < 0.5x10-2 depending 
on the free-stream velocity, which ranges from 5 to 75 m/s. This 
facility operates at ambient conditions and is well suited for transition 
experiments. As illustrated in figure 1, a two-dimensional model based 
on an Onera-D symmetric profile, having a chord length of c = 0.35 m, 
is mounted horizontally in the test-section of the wind tunnel.

Figure 1 – Two-dimensional model of the Onera-D airfoil mounted inside the 
wind tunnel

The angle of attack can be adjusted between α = -8 ° and α = +3 °, 
in order to modify the pressure gradient and thus the natural transition 
location. Additionally, the model is equipped with 15 pressure taps on 
the upper side.

The DBD plasma actuator used during this experiment consists of 
a 5 mm-thick dielectric layer (blue insert in figures 1 and 2) made 
of Lab850 material, placed at the leading edge region and matching 
the model shape. This insert allows the model to be outfitted with the 
desired number of DBD actuators, adhering electrodes asymmetrically 
on both sides of the dielectric material. For example, figure 2 shows 
one single DBD actuator located at x/c = 10 % (the downstream edge 
of the air-exposed electrode is taken as the location reference).

Single DBD Actuator

Dielectric material (5 mm)

Onera-D Model

Figure 2 – Cross-sectional view of the Onera-D wing model equipped with 
one DBD actuator

The electrodes are 30 cm-long in spanwise direction and made of 
copper tape. The air-exposed electrodes are connected to a TREK 
power amplifier (model 30/20, ±30 kV, 20 mA peak) and supplied 
with AC high voltage, while other electrodes are grounded. Moreover, 
these air-exposed electrodes have been polished, in order to reduce 
their thickness down to 0.05 mm to prevent them from promoting 
transition. This value is one order of magnitude lower than the 
displacement thickness of the boundary layer measured at x/c = 10 % 
in the two following experiments. Hot wire anemometry (Dantec 
Streamline, 90C10 CTA modules, 55P15 probes) has been employed 
for boundary-layer explorations.

Transition delay using steady DBD actuation

The study presented in this section is related to 2D boundary-layer 
stabilization using the plasma actuator in a continuous mode of 
operation. In this way, a quasi-steady momentum is added to the 
flow, directly acting on the mean velocity profile of the boundary 
layer, in such a way that the amplification of the disturbances is 
impeded and transition can be delayed. For example, this approach 
has been successfully applied on a flat plate with artificially excited 
disturbances [9]. In fact, the actuator induces unsteady momentum at 
the same frequency than the high-voltage signal. This feature is used 
in the second part of this paper (unsteady actuation). Nevertheless, 
the effect of the actuator can be considered as quasi-steady in this 
first experiment, because the operating frequency of the actuator is 
high compared to the most unstable frequencies of the boundary layer. 

Wind tunnel investigations

In a first step, boundary-layer transition delay is investigated 
experimentally using one single DBD actuator located at x/c = 10 % 
and operated continuously. The angle of attack of the model is set to 
α = 2.5 ° and the experiment has been performed for two different free-
stream velocities U∞ = 7 & 12 m/s. The plasma actuator is supplied 
with AC high voltage having three different amplitudes VDBD = 8.5; 
12 and 17 kV and an operating frequency set to fDBD = 2 kHz. The 
maximum velocity of the ionic wind induced by the actuator in 
quiescent air is about 4.5 m/s at the highest voltage amplitude. Figures 
3a and 3b present typical results for U∞ = 7 & 12 m/s. Velocity 
fluctuations are computed from boundary-layer explorations along the 
chord, moving the hot-wire probe at a constant distance from the wall, 
with and without control. The location of the transition is deducted 
from the fluctuation increase. The natural transition is located at 
x/c ≈ 40 % for U∞ = 7 m/s and at x/c = 26 % for U∞ = 12 m/s. In 
all cases, the ignition of the plasma actuator leads to a transition delay. 
As expected, the transition is shifted progressively downstream when 
the amplitude of the voltage is increased, since the mechanical effect 
of the actuator (ionic wind) increases. The maximum transition delays 
recorded during this experiment are 35 % of the chord for U∞ = 7 m/s 
and 20 % of the chord for U∞ = 12 m/s.
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Figure 3 – Transition delay with steady DBD actuation  
a) U∞ = 7 m/s and b) U∞ = 12 m/s (α = 2.5°)

Numerical investigations

In order to confirm that this transition delay is due to the modification of 
the mean velocity profile, the control of the boundary layer with steady 
actuation has been investigated from a numerical point of view. First, 
boundary-layer computations have been performed for the baseline cases 
(without plasma) using an Onera code (3C3D, [17]). Then, an artificial 
ionic wind profile with a simple model (previously described in [20]) has 
been numerically added at the location of the actuator (x/c=10 %) to the 
mean velocity profiles obtained from these base flow computations, in 
such a way that the resulting profiles fit the experimental ones. Finally, 
exact stability computations have been conducted on these modified 
profiles, using the envelope strategy so as to compute the amplification 
N-factor with an Onera code (Castet, [16]).

To describe the laminar-turbulent transition, it is common practice to 
distinguish three successive processes. The first, taking place close to the 
leading edge, is the receptivity. It describes the means by which external 
disturbances (such as free-stream turbulence or noise, as well as wall 
surface imperfections) excite the eigenmodes of the boundary layer. In 
the following amplification phase, these eigenmodes develop into periodic 
waves, which are convected in the streamwise direction. Some of them 
are exponentially amplified and will trigger transition further downstream. 
Their evolution is well described by the linear stability theory. When the 
amplitude of the waves is large, non-linear interactions occur and rapidly 
lead to turbulence (third step). Within the framework of classical linear 
stability theory, disturbances are introduced as:

( ) ( ) ( ) ( )( )ˆ, , .exp .expi rq x y z q y x i x z tα α β ω′ = − + − (1)

where q′  is a fluctuation (velocity, pressure or temperature) and q̂  its 
amplitude function (here x is perpendicular to the leading edge and y is 

normal to the wall). Considering the spatial theory, i iiα α α= + is the 
complex wave-number in the x direction. The spanwise wave-number 
β and frequency ω are real. Introducing expression (1) in the Navier-
Stokes equations leads to a system of ordinary differential equations for 
the amplitude functions. The stability of the flow depends on the value 
of the imaginary part of the longitudinal component of the amplification 
vector iα . When positive, the flow will be stable; when negative, the 
perturbation will be amplified until the transition is triggered. To quantify 
the amplification of disturbances, it is common practice to introduce 
the so-called N-factor given by relation (2), where A is the amplitude 
of the disturbance at a streamwise position x. Physically, the N-factor 
describes the total amplification rate of small disturbances along the 
propagation path. Considering a low velocity two-dimensional flow, only 
two-dimensional waves (β=0) need to be considered (the N-factor is 
simply computed by integrating – iα  in the streamwise direction), since 
Squire’s theorem states that they are the most relevant ones.

( ) ( )
0

0ln
x

i
x

N A A dα ξ ξ= = −∫ (2)

As explained previously, an artificial ionic wind profile with a simple model 
is added to the mean velocity profile of the base flow boundary layer, at the 
location of the actuator (x/c = 10 %). Downstream, the boundary layer 
is solved by the code with the usual equations. As illustrated in figure 4, 
three parameters define the ionic wind model:

•	 plasmau  is the maximum amplitude of the ionic wind profile;
•	 maxy  is the height of this maximum amplitude;
•	 2y  is the height at which the ionic profile returns to zero.

δ99

y2

ymax

uplasma

U

Figure 4 – Simple ionic wind model used to compute the mean velocity 
profiles of the boundary layer controlled by steady plasma actuation

Typical results of the linear stability analysis are given in figure 5, which 
presents the evolutions of the N-factor along the chord of the model 
for several instability frequencies in the baseline case (a) and for the 
controlled case (b). The aerodynamic configuration is the same as 
that for the case presented in figure 3b) with U∞ = 12 m/s. Since the 
natural transition location is known from the experiment (xt/c ~ 26 % 
or xt = 0.09 m), we can deduce the corresponding transition N-factor 
Nt = 5.8. Then, using this value in the controlled case plot, we can 
observe that the transition location is shifted downstream (xt = 0.22 m), 
not far from what has been observed experimentally (xt = 0.16 m). This 
stability analysis for the controlled case has been performed using ionic 
wind model parameters that are very close to the experimental values 
( plasmau = 4m/s, maxy = 1.2 mm). The difference between measured 
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and predicted transition locations could be explained by the relative 
simplicity of the ionic wind model used here. A new model that takes 
into account the real spatial force distribution induced by the actuator 
would provide a better consistency in the results. In conclusion, stability 
computations as well as experiments show that DBD plasma actuators 
used in a steady mode have a stabilizing effect on the boundary layer. The 
modification of the mean velocity profiles is such that the amplification 
of the disturbances is impeded and transition can be delayed.
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Figure 5 – Evolution of the N-factor along the chord of the model (α = 2.5°, 
U∞ = 12 m/s) without control a) and with control b) where plasmau  = 4 m/s 
and maxy  = 1.2 mm

Transition delay using unsteady DBD actuation

Another way to delay 2D transition is to use unsteadily operated 
actuators to act (or counteract) directly on the Tollmien-Schlichting 
waves growing inside the boundary layer and triggering transition. This 
approach is called Active Wave Cancellation: the goal is to generate 
an artificial perturbation with an unsteady force production, so as to 
damp natural TS waves by destructive interference. Transition is delayed 
because the TS wave amplitude has been reduced locally. Grundmann 
and Tropea [10] have conducted experiments using this approach on a 
flat plate. They used a single high-frequency driven DBD actuator with 

square wave modulation to generate artificially introduced waves. A 
sufficiently large difference between the TS wave frequency (modulation 
frequency) and the operating frequency of the plasma actuator is 
essential for this operation mode. However, with increasing flow speed, 
the unstable frequency band will shift to a higher range correspondingly, 
until a sufficient difference between the carrier frequency and TS wave 
frequency cannot be maintained anymore. Another possible solution, as 
suggested by Grundmann in [11], is to make use of the DBD plasma 
actuator unsteady force production during one cycle of the operating 
frequency and to directly operate the cancellation actuator at the TS 
wave frequency. In fact, several experimental [7] [8] and numerical 
[3] [21] studies have shown that a DBD actuator produces a local 
unsteady force, mainly due to the different discharge regimes between 
the positive and the negative half cycles. This phenomenon became 
clear by analyzing the plasma actuator response electrically [18], or 
by using optical measurement techniques in the direct vicinity of the 
plasma region [6]. This asymmetric behavior allows the use of DBD 
actuators in direct frequency mode. A careful adjustment of the phase 
relation between the TS waves and the actuator excitation signal can 
thereby potentially cancel the waves. Thus, the use of an active control 
system with a closed-loop, which detects the waves and optimizes the 
actuation, will be necessary.

The experimental set-up used for this study is quite the same as the one 
presented in the previous section, except that the angle of attack is set 
to α = 2 ° and that the model is outfitted with two DBD actuators, as 
illustrated in figure 6. The upstream actuator DBD1 (x/c = 10 %) serves 
as a disturbance source to artificially excite a single frequency TS wave 
train, while DBD2 (x/c = 30 %) is utilized as the transition control device.

DBD 1
Disturbance source

DBD 2
Control

Dielectric material (5mm-thick)

Onera-D Model

Figure 6 – Experimental set-up for the Active Wave Cancellation study

The experiments have been split into two phases. During an initial testing 
phase, the feasibility of the direct frequency mode for active wave 
cancellation had to be verified. In order to do so, a set-up employing a 
beat frequency approach without the use of a closed-loop controller was 
chosen, reproducing the experiments of Grundmann and Tropea. This 
allows for time efficient parameter studies to find appropriate settings 
and the corresponding attenuation rates. In the second testing phase, 
transition delay on the wing model has been shown with closed-loop 
control applied.

AWC without closed-loop control

For this set of measurements, the excitation frequency at the upstream 
actuator DBD 1 has been set to a value close to the naturally occurring 
TS frequencies (fDBD1 = 250 Hz). As the artificially excited waves 
travel downstream, they reach the control actuator (DBD2), which was 
operated at a slightly shifted frequency (fDBD2 = 251 Hz) in order to 
create a beat frequency with the two signals due to the continuously 
changing phase relation. Some typical results from these experiments 
are presented in figure 7 for a free-stream velocity of U∞ = 7 m/s.
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Figure 7 – Time trace of u velocity component given by a hot-wire probe 
located inside the boundary layer at x/c = 40% for the base flow (left), with 
excitation (center) and with excitation and control (right)

The hot wire measurements shown were taken at x/c = 40 % inside 
the boundary layer, at a wall-normal distance of y = 0.4 mm. The 
base flow case (left part of the plot) shows a low fluctuation level 
within the hot-wire signal of 0.015 m/s. With excitation (middle part 
of the plot), this disturbance level is raised to 0.076 m/s. Applying the 
control (right part of the plot), a slow oscillation of the amplitude of 
the TS waves develops farther downstream from the second actuator, 
with a maximum amplitude above that of the unaffected waves 
(amplification) and minimum amplitude below the unaffected wave 
(damping), resulting in an almost unchanged RMS-value of 0.074 m/s 
in this case. Figure 8 shows a time trace of the excited TS wave signal 
with smaller time scale (dashed line) compared to the base flow case 
(solid line), revealing that a clean TS wave train has been produced by 
DBD1. Two important results emerge from these experiments. First of 
all, the unsteady momentum production of the plasma actuator can 
be utilized to excite TS waves, if applied at the appropriate position, 
amplitude and a frequency that the flow is susceptible to. Secondly 
and most importantly, the direct frequency approach for flow control 
proved to be applicable and can be utilized for active wave cancellation.
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Figure 8 – Time trace of the u velocity component given by a hot-wire probe 
located inside the boundary layer at x/c = 40 % for the base flow (solid line) 
and with DBD1 turned on (dashed line)

AWC using closed-loop control

In order to have a permanent optimized phase shift between the TS waves 
generated by DBD1 and the controlling unsteady force induced by DBD2, a 
robust extremum-seeking control algorithm has been used. This algorithm, 
which has previously been successfully applied for flow control purposes 
[1], was supplied by the TU Berlin. The system utilizes the signal of a 
stationary hot wire probe (x/c = 40 %, y = 0.2 mm) as an error sensor to 
automatically optimize the control function. This control algorithm runs on 
a dSPACE real-time processing unit. Due to its robustness this algorithm 
is well suited to control artificially excited, single-frequency TS waves. By 
slowly and periodically deflecting the system out of its current operating 
point (perturbation), the gradient f’ of the error signal is determined 
according to a change of the controlled variable, which in this case is the 
phase shift. The phase relation between the TS wave train and the flow 
structures created by the plasma actuator is then continuously adapted 
along this gradient, which drives the system into a minimum.

Following the promising beat frequency experiments, closed-loop control 
has been applied in order to show the transition delay using the direct 
frequency approach. The free-stream velocity and the angle of attack 
remain at U∞ = 7 m/s and α = 2 ° respectively. A spectral analysis of 
the stationary hot-wire signal reveals the frequency content of the flow, 
as shown in figure 9. The power spectral density is plotted in dB/Hz over 
frequency at a wall-normal position of y = 0.2 mm. In the base flow case 
(DBD1 off, DBD2 off) two frequency peaks, one at 250 Hz and a wider peak 
around 340 Hz, are prominent. These frequencies represent the naturally 
occurring TS waves present in the boundary layer for the given flow 
situation. However, as has been shown with linear stability analysis, well 
described in [13], frequencies around 340 Hz are damped downstream of 
DBD2, with the limit for the unstable frequency band being about 300 Hz. A 
frequency sweep in the unstable range revealed that an excitation at 280 Hz 
leads to the cleanest TS wave signal at the location of the error sensor. 
Consequently it was decided to use this frequency for the subsequent AWC 
experiments. Figure 9 shows that introducing the excitation at 10 % of the 
chord (DBD1 on, DBD2 off) produces the expected peak around 280 Hz, 
as well as an overall increase in the turbulence level as transition is being 
promoted. This increase is visible at the error sensor, since its location is 
close to the point of transition for the excited case (~ 47 % of the chord). 
Applying the control (DBD1 on, DBD2 on) the TS peak at 280 Hz can be 
reduced by about one order of magnitude. This effect is accompanied by a 
decreased overall turbulence level. 

DBD1 ON - DBD2 OFF
DBD1 ON - DBD2 ON
DBD1 OFF - DBD2 OFF
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Figure 9 – Spectral analysis of the error sensor signal (x/c = 40%, 
U∞ = 7 m/s) for the base flow (DBD1 off, DBD2 off), with excitation (DBD1 
on, DBD2 off) and with closed-loop control (DBD1 on, DBD2 on)
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Figure 10 depicts a typical result of the transition delay studies. The 
RMS-value of the longitudinal velocity fluctuations recorded at various 
downstream locations at a constant distance above the wall within the 
boundary layer is plotted. The dark blue curve (◊) represents the natural 
transition case with the onset of transition at about 60% of the chord, i.e., 
neither the disturbance source nor the control actuator is operating. Turning 
on the disturbance source, the TS wave amplitude is significantly increased 
at f = 280 Hz, which moves the transition region upstream to about 40% of 
the chord (□). Then, with the control system active, the transition region can 
be shifted downstream significantly by about 10% of the chord length (○).
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Figure 10 – RMS value of a hot-wire signal along the chord of the airfoil 
for the base flow, with excitation and with closed-loop control (α= 2°, 
U∞ = 7 m/s)

Even though the unsteadiness of the force production of DBD plasma 
actuators is used in this work to conduct active wave cancellation, it cannot 
be neglected that a net force is produced, which modifies the mean flow, i.e., 
the boundary-layer velocity profile. This modification can by itself lead to a 
stabilization of the boundary layer, as presented in the previous text section, 
hence the delay in the transition. Complementary measurements have 
been carried out in order to exclude possible boundary-layer stabilization 
due to continuous addition of momentum. To quantify this effect, the 
momentum generation of DBD2 has been measured in quiescent air, using 
Pitot-tube measurements. The maximum achievable velocity, 10 mm 
downstream of the active electrode, was determined to be ~ 0.6 m/s at the 
prescribed plasma frequency of 280 Hz using this electrode configuration, 
dielectric material and thickness. In order to deactivate the active wave 
cancellation and to quantify the effect of a pure momentum addition of this 
magnitude, the recorded average wall-jet velocity has been reproduced 
at a plasma frequency of 1 kHz using DBD2. This frequency is located 
well outside the unstable frequency range and is assumed not to have 
any destabilizing effect on the boundary layer. The transition delay due 
to continuous momentum addition is small compared to the effect of the 
active wave cancellation and is of the order of 1-2 % of the chord length. 
For higher Reynolds numbers, it can be assumed that this effect will be 
reduced even further. This experiment proves that the achieved results can 

clearly be attributed to the unsteady force production of the DBD plasma 
actuator and are not the result of a modified mean flow.

The same experiment has been conducted with a higher free-stream 
velocity U∞ = 20 m/s. The angle of attack has been slightly reduced 
to α = 1.5°, in order to have the natural transition location near 
x/c  = 60  %, as for the previous case. This time the frequency of 
the disturbance source is set to fDBD1 = 1 kHz, which is close to 
the frequency of the most unstable perturbations for this aerodynamic 
configuration. The changes in the velocity fluctuation along the chord, 
shown in figure 11, prove that transition delay has been achieved (4% 
of the chord) using a DBD plasma actuator with a closed-loop control 
system.
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Figure 11 – RMS value of a hot-wire signal along the chord of the airfoil 
for the base flow, with excitation and with closed-loop control (α= 1.5°, 
U∞ = 20 m/s)

Conclusion

In this study, the ability of DBD plasma actuators to delay 2D boundary-
layer transition has been assessed, by means of either steady or 
unsteady actuation. On the one hand, wind tunnel investigations 
together with linear stability analysis have shown that a DBD actuator 
used in a steady mode has a stabilizing effect on the boundary 
layer. The modification of the mean velocity profiles is such that the 
amplification of the disturbances is impeded and transition can be 
delayed. A maximum transition delay of about 35 % of the chord has 
been achieved for low free-stream velocity (U∞ = 7 m/s). On the other 
hand, an experiment has been performed using the unsteady force 
produced by the DBD actuator to achieve Active Wave Cancellation in 
direct frequency mode. With the help of a closed loop control system, 
a significant transition delay has been achieved, by damping artificial 
TS waves for free-stream velocities up to U∞ = 20 m/s n
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Flow Control: the Renewal of Aerodynamics?

Overview of Onera Actuators 
for Active Flow Control

F. Ternoy, J. Dandois, F. David,
M. Pruvost
(Onera) 

E-mail: frederic.ternoy@onera.fr

The purpose of this paper is to present an overview of existing actuators at Onera for 
active flow control. These actuators are used for various applications in wind tunnel 

tests, from 2D models to half-wing and helicopter models, for external or internal aero-
dynamics subjects.
Depending on the available volume in the models and on the aerodynamic require-
ments in terms of actuation magnitude and bandwidth from subsonic to transonic 
conditions, various technical solutions have been retained.

There are many ways to classify actuators between mechanical/fluidic, zero-net-mass-
flux/nonzero mass flux/plasma, etc. The first part of this paper is devoted to mechani-
cal actuators (moving aileron, mini trailing edge devices and deployable vortex genera-
tors). Fluidic actuators are presented in the second part, which deals with pulsed fluidic 
vortex generators, pulsed blowing slots and synthetic jets. The third part is focused on 
the characterization of the fluidic actuators.

Introduction 

The field of flow control has witnessed an explosive growth of the 
number of publications over the last twenty years. It is now a well-
accepted fact that flow control is a key technology to improve aero-
dynamic performance beyond actual aerodynamic design. To actively 
control the flow around an aircraft or a rotorcraft, one necessarily 
needs efficient actuators compact enough to be integrated inside the 
vehicle, taking into account the structural aspects. There are nume-
rous types of actuators in the active flow control literature, but the 
most popular ones, and this is not an exhaustive list, are the pulsed 
blowing actuators [1], the zero-net-mass flux actuators [2], the plas-
ma [3,4], the combustion driven device [5], the sparkjets [6-8], the 
vibrating flaps [9-11], the Hartman tube [12-15] and the fluidic oscil-
lators also called sweeping jets [16]. A review of existing actuators 
for active flow control can be found in ref. [17] and [18]. The purpose 
of this paper is to present an overview of existing actuators at Onera 
for active flow control.

Tools for flow control …

Studies dealing with load control or flow control carried out by the 
actors of aeronautical research has led for many years to experiments 
on scaled wind tunnel models. By definition, these demonstrators are 
in general equipped with integrated actuators, controllable remotely 
and whose characteristics depend on the physical phenomenon to 

be controlled. There is a tremendous amount of types of actuators in 
the active flow control literature, and they can be classified in various 
ways. One possible classification is to organize them as mechanical 
and fluidic actuators. 

Mechanical actuators are aimed at modifying the shape of a vehicle, 
so as to act directly on its aerodynamic coefficients. They can be 
devices allowing the control of components, such as an aileron or 
a mechanical vortex generator, or systems able to deform the wing 
locally in an elastic way, for example to modify the twist of a wing. 

Fluidic actuators modify the main flow around the vehicle by injecting 
a secondary flow on its surface. It is, in this case, the interaction of 
this secondary flow with the main flow that leads to a modification of 
the aerodynamic performance of the vehicle.  

… and simulation devices

For simple cases, commercial off-the-shelf devices are directly 
usable in the wind tunnel models, without modification, or after minor 
adaptations. However, it is clear that many studies require complex 
solutions to be implemented, often starting from existing technologi-
cal bricks, in terms of control, motorization or regarding the kinema-
tics of the devices. A strong constraint in the specifications of such 
actuators is the compatibility with the volume available in the model, 
taking into account, not only the vehicle shape, of course, but also 
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the constraints related to safety criteria, in terms of mechanical resis-
tance or of the integrated services and the problems of accessibility 
to these elements. When the physical principle to be simulated by the 
actuator already led to the realization of “large scale” actuators, the 
passage on the small scale model, with the respect of the similarity 
rules, generally means the review of the existing design from zero.

Today, in most cases, numerical simulations allow the evolution of 
all flow variables to be followed, including those inside the fluidic 
actuators. Nevertheless, it is necessary to validate these unsteady 
numerical simulations with flow and load control, with the experi-
mental approach using such advanced actuators. These tests allow 
the phenomena to be investigated taking into account all of the fluid 
physics parameters.

The aim of these studies being the fine characterization of the pheno-
mena, precision on the actuators (geometry, position, output velocity, 
signal shape, etc.) remains essential.

Mechanical actuators

Largely used on commercial aircraft, this type of actuator is naturally 
the subject of many developments within the framework of indus-
trial model projects for wind tunnel tests. In most cases, their only 
purpose is to increase the test productivity, by avoiding any human 
operation on the models at each configuration change. However, 
some studies on aerodynamic control are interested in an unusual 
operation of known control surfaces, or in the integration of comple-
tely innovative control surfaces. It is in this case requested to design, 
manufacture and develop adapted motorizations. 

Remote controlled aileron by hydraulic system

Context

Within the framework of the French program “DTP Modèles 3” (see 
ref. [19] for more details), which is aimed at validating numerical 
methods for aircraft configurations featuring control surfaces, the 
goal is to design, manufacture and operate an actuator that allows a 
remotely controlled aileron to be integrated into a modern half-wing 
model, to be tested under transonic conditions (figure 1). The actua-
tor must be compatible with high loads at high frequencies.

     
Figure 1 - DTP Modèles 3 – half-model in the S2MA wind tunnel (left) and 
detailed view of the R/C aileron (right)

The approximate dimensions of the aileron are 47 mm mean chord 
and 256 mm span, and the requirements in terms of displacements 
and efforts to sustain are:

	 • 	Static characteristics:
		 - Positioning to static positions in the range [-15º; +15º];
		 - Operational over the whole total pressure range [0.5; 1.9 bars];
		 - Operational over the whole Mach number range [0.70; 0.89];
		 - Operational up to the maximum lift coefficient;
	 •	 Dynamic characteristics:	
		 - Total pressure 0.5 bar (for pure aerodynamic purposes);
		 - Unsteady aileron setting around an aileron average setting (sinu-

soidal type or step);
		 - Average aileron setting in the range [-12º; +12º];
		 - Dynamic movements up to 200 Hz;
		 - Movement amplitude from ±1º (200 Hz) to ±3º (lower      

frequencies).

Technical solution

Due to the magnitude of the loads on the aileron (12 Nm maximum 
hinge moment), a hydraulic servo valve is used to provide the neces-
sary power. The hydraulic pressure is driven to the aileron through the 
wing span in a cavity shared with the instrumentation wires (figure 2).

Figure 2 - Hydraulic pipes inside the wing main cavity

An innovative mechanical system is developed to transmit the move-
ment to the aileron in the limited volume available in the aileron region. 
The solution is based on a multi-cylinder hydraulic system. Each cy-
linder pushes a stinger attached to the aileron at a certain distance 
from the aileron hinge, to allow for rotation. One stinger is equipped 
with a LVDT (Linear Variable Differential Transformer) sensor used as 
control sensor in the closed loop system. A second LVDT sensor is 
installed in the root area of the aileron and allows the surface deflec-
tion to be measured directly on the part. The aileron motorization is 
designed as a separate device, so that it is possible to test it first on a 
bench before integration into the wing.

Figure 3 - CAD view of the aileron structure (above: without external compo-
site skin)
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The design takes into account the wing’s deflection under aerodyna-
mic loads, which is estimated by FEM analysis so that the behavior of 
the actuator is not modified because of the bending of the model. The 
aileron structure (steel structure and carbon skins) is a compromise 
between robustness, moment of inertia and internal stress, resulting 
in a surface with low deformation distortion over its span. To reduce 
its stiffness, the structure of the aileron is partially split over its chord 
following a « V » shape slots filled with adhesive silicon (figure 3).

Characterization

During the design phase, the response of the system is estimated 
analytically. Since the functioning with several cylinders in parallel is 
innovative and challenging, several tests are performed on the system 
to identify and adjust its response over the complete amplitude and 
frequency domain. The closed loop control is tuned by the analy-
sis of successive Black diagrams, obtained with frequency sweeps 
between 10 Hz and 200 Hz. The response of the system is improved 
by using two electronic correctors.

Tests are first performed on a bench. For these tests, the aileron is 
replaced by a simple part, identical in terms of inertia. Three frequen-
cy cases are tested (figure 4). The system response to a step is also 
tested (figure 4d). The aileron position accuracy is improved by using 
an additional high frequency signal on the main input, which reduces 
the threshold effect of the servo valve. A loading test is also perfor-
med to check the stiffness of the system.

a) 45Hz ±2.5°	  	              b) 95Hz ±2°

 
c) 195Hz ±1°	  	              d) step of 2°
Figure 4 - Test bench (top) and response measurement for 4 cases (yellow: 
input signal - purple: input corrected with additional high frequency signal - 
blue: control sensor)

A second run of tests is performed after actuator integration into the 
wing and before the wind tunnel entry. The position of the aileron is 
recorded through the inner sensor and 2 Keyence systems located at 
the inner and outer part of the aileron (figure 5).

 

Figure 5 - Integrated actuator and final response analysis

Remote controlled piezoelectric mini trailing edgede vices 

Context

This study was performed within the EC funded AWIATOR project 
managed by Airbus (see ref. [20] for more details). The aim is to test 
technologies applicable to future airliners and to study new control 
surfaces that could improve the wing performances during takeoff 
and landing operations. 

Figure 6 - Detailed view of the RC mini-TEDs (close-up view of the trailing 
edge on the lower side)
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The work carried out by Onera consists in integrating a trailing edge 
equipped with mini-deflectors into the wing of an existing A340 1/19th 
scaled model. These mini-deflectors, called “minis-TEDs” (mini Trai-
ling Edge Devices), whose chord is equal to 5mm, are controlled in 
frequency and amplitude. The bandwidth is 180 Hz for an amplitude 
of 10°. Electronic control allows piloting the deflectors using sinusoi-
dal or step laws.

Technical solution

Contrary to the previous hydraulic actuator, the lower aerodynamic 
loads allow the use of a piezoelectric motorization. The model has 
2 movable surfaces (mini trailing edge devices with a chord length 
equal to 2% of the profile) actuated by the piezoelectric actuator via 
a kinematics based on a lever and rod devices. The actuator is an 
amplified piezoelectric actuator designed especially for this model 
(dimensions: 10*49*141mm – max displacement: 0.5mm – max 
force: 700N). 

This piezoelectric actuator has very short displacement amplitude, 
so it is necessary to amplify it to obtain a significant movement of 
the TED by using lever and rods integrated inside of the model. The 
kinematics converts the translation into a rotation of about 60° for 
the TED. The proposed design allows the relative angle of the 2 mini-
TEDs to be adjusted accurately.

All of the articulations of the mechanism are obtained with “joint 
blades” to avoid any gaps that would lead to problem for the dyna-
mical response of the system. Each part of this mechanism is opti-
mized, in terms of mass and mechanical resistance, in order to obtain 
the specified bandwidth.

The joints, between mini-TEDs and rods on the one hand and between 
mini-TEDs and wing on the other hand, are obtained with very accu-
rate shafts and bores, in order to decrease the mechanism gaps as 
much as possible. 

Characterization

The mechanism is driven by an electronic control system. There are 
4 position sensors installed in the mechanism: the first one measures 
the lever displacement, two sensors on outboard TED measure the 
angular position of the outboard TED via specific measurement rods 
and the last one directly measures the angular position of the inboard 
TED.

As for the dynamic aileron case, the response of the system is esti-
mated analytically. The closed loop control is tuned by analysis of 
successive Black diagrams obtained with frequency sweeps between 
10 Hz and 200 Hz. To make this actuator compatible with the specifi-
cations, the response of the system is improved by using two electro-
nic correctors and adjustments are done following the results of lab 
tests performed first on bench.

Deployable mechanical VGs 

Context

Helicopter rotor blades encounter a wide range of aerodynamic condi-
tions during cruise flight, varying from transonic flow, with moderate 

angles of attack on the advancing blade side, to low subsonic flow 
with large angles of attack on the retreating blade side. With increa-
sing cruise speed, angles of attack above static stall are reached on 
the retreating blade side. The cyclic pitching motion of the blade then 
leads to dynamic stall that induces large unsteady loads. In particu-
lar, large negative (nosedown) pitching moments are observed during 
dynamic stall and induce large impulsive pitch-link loads that can 
damage the control command of the helicopter. Dynamic stall may 
appear under several flight conditions, such as high-speed forward 
flight or maneuvers, and it strongly limits the flight envelope of the 
rotorcraft. The pitching moment alleviation of the dynamic stall will 
lead to an extension of the flight envelope, by reducing the unsteady 
loads on the blade, limiting the blade aeroelastic response and de-
creasing the vibratory loads for high-speed forward flight. Therefore, 
dynamic stall-related topics have been studied, in order to improve 
the understanding of the complex physical phenomena involved when 
the flow separates during the pitching motion of the blade. Dynamic 
stall control using dedicated actuated devices has also been studied. 
This was the main goal of the Onera-DLR "SIMCOS" research project 
(see ref. [21] for more details). In this project, the pitching moment 
is reduced by generating vortices with numerous (120) small blades 
located at the very leading-edge of a bi-dimensional “OA209” airfoil 
model.

Technical solution

Theses blades are spaced by 11.5 mm and oriented on an angle of 
18 degrees with respect to the freestream (figure 7 and figure 8). With 
this orientation, each blade produces a vortex that will expand along 
the upper surface of the airfoil. 

In order to reduce the pitching moment while avoiding drag and lift 
penalties outside the aerodynamic stall conditions, an active device is 
designed and, at the same time, the blades fit the airfoil leading-edge 
shape so that, when retracted, the airfoil is clean. The blades, named 
"DVGs" (Deployable Vortex Generators) are displaced with a forward-
backward translation motion. 

Figure 7 - Sketch of the vortex generator system

Figure 8 - Leading edge of the wind tunnel model
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Flow trajectory Flow trajectory

Front view
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Facing the required amplitude (up to 3 mm), the control motion sys-
tem makes use of two hydraulic jacks located in the airfoil body. The 
blades are fitted to the control system with the aid of a transverse 
carbon fiber bar, which goes through each blade heel (figure 9).

Figure 9 - Bottom view of the leading edge without its lower surface

A Teflon treatment is applied on each DVG, in order to limit frictions 
during the deployment. The clearance between the DVG, the model 
and the bar, is judiciously applied in order to insure the functioning 
and the control even with the model distortion caused by aerodyna-
mic loads.

The test campaign has shown the efficiency of such a device and also 
shown that the size, the density and the maximum displacement of 
the blades should be reduced, with up to 55% reduction of the nega-
tive pitching-moment peak for height displacements between 1.5mm 
and 1.7mm [21], offering the possibility of using a more compact 
motion control system, like a piezo-hydraulic system, for example.

The effect of VGs was also evaluated numerically, showing that thin-
ner blades could be more efficient (see ref. [22] for more details).

Actuator Characterization

Lab tests were performed and showed that the DVGs can be actuated 
at operational frequencies from 1-per-rev (approx. 3.5 Hz) to 10-per-
rev (approx. 35Hz) for the full range of height deployment (3 mm), 
with a mean accuracy of 0.05mm (figure 10).

Figure 10 - Displacement response under square and sine excitations at 
1 per-rev

The reliability of this simple device has been proven by a huge num-
ber of functioning hours (up to 150 functioning hours without control 
accuracy loss).

Fluidic actuators

In addition to the studies conducted on the mechanical actuators, 
the main current axis of research in the active flow control actua-
tor community is the development of fluidic actuators. The goal is to 
address several external aerodynamics subjects (lift increase, drag 
reduction, buffet control) and internal aerodynamics ones (advanced 
air intakes). The development of these techniques and corresponding 
methods of CFD analysis requires wind tunnel tests. Two types of 
fluidic actuators are developed at Onera.

Pulsed blowing actuators are valves controlling the mass flow rate 
from an air feed whose characteristics (temperature and pressure) are 
generally fixed. These actuators can be used at various frequencies 
and duty cycles, the continuous blowing case being only a particular 
case where the forcing frequency is null. Today, many developments 
are made, not only by industrials specialized in the field of valves, but 
also by research institutes, to develop devices able to generate pulsed 
jets; however, the characteristics of these actuators remain limited. 
The main interests of the developed devices, compared with state of 
the art devices, are that they offer in a very small volume a high mass 
flow with the possibility to adjust it progressively for a large frequency 
bandwidth.

Synthetic jet actuators are different from the previous ones, due to 
the fact that they do not require any external air feeding. They work 
in the manner of syringes: the piston movement is alternate and a 
small quantity of fluid is successively sucked and expelled through an 
orifice, or a slot, in the main flow. Spark-jets which are not presented 
in this paper are a particular case of synthetic jets, for which the alter-
nate fluid motion is obtained by a discharge from the cathode to the 
anode. The rapid gas heating generates an increase of the chamber 
pressure. Then, the high-pressure gas exhausts through the chamber 
orifice at high velocity. In the next stage, the initial conditions are 
recovered through the sucking of fresh air from the outside. For the 
synthetic jets actuator a brief analysis of the state of the art is given 
hereafter.

Such studies are at a very low Technology Readiness Level and also 
require the development of a suitable methodology, in order to cha-
racterize the gas jets in a fine way, and to make the wind tunnel test 
measurements exploitable.

Pulsed fluidic vortex generators

Context

Within the framework of the Onera internal project PRF BUFET'N CO 
[23,24], wind tunnel tests with fluidic actuators were carried out un-
der transonic conditions. The objective of the project is the closed 
loop control of the buffet phenomenon to delay its onset on a wing. 
The reader interested in a summary of the results can refer to ref. [24] 
in the same volume of Aerospace Lab. One of the solutions tested is 
based on the use of pulsed fluidic vortex generators (VGs), requiring 
the development of specific actuators whose characteristics are the 
following: 
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	 •Orifice shape: circular section with diameter equal to 1mm;
	 •Fluidic VGs locations, spacing and blowing angles: located at 

25% of chord, spacing equal to 10 diameters, pitch angle between 
the jets and the local wall tangent equal to 30° and skew angle 
between the jets and the freesteam direction equal to 90°;

	 •Maximum Mach number (nozzles): Mach 2;
	 •Frequency bandwidth: 1 kHz;
	 •Maximum mass flow: 1 g.s-1 per hole.

The wing in which these devices are integrated has a span equal to 
1.2 m. It is based on the OAT15A profile with a chord length equal to 
300 mm in the equipped area. 

Technical solution

The actuator is composed of a tight case in which the active 
devices are placed. The jet exit holes are located in the inner 
top face. The external face receives an interchangeable cover 
(in green on figure 11) in which the nozzles are milled, making 
it possible to create the desired jets (form, speed, direction). 
The general principle consists in controlling a valve actuated 
by an actuator. The generator is composed of a series of cells, 
each comprising one actuator (figure 12). The active elements 
are piezoelectric stacks amplified mechanically. These actuators 
lengthen proportionally with the tension applied to them. With 
such active elements, the frequencies can be higher than 1,000 
Hz and the ratio between the volume and the product force by 
displacement is particularly interesting (volume=500mm3 – max 
force*max displacement = 0.4N*mm). The stroke of the valve, 
which remains limited, is compensated by the length of the exit 
section, which is at its periphery. 

Figure 11 - CAD views of the model and the actuator clamped on its cover

To obtain a supersonic jet at the exit, it is necessary to have a high 
relative pressure. The maximum force that can be delivered by the 
piezoelectric actuator limits the diameter of the valve. Indeed, the lat-
ter is pressed on its seat when the valve is closed. The mechanical 
amplification system allows sufficient force to be kept available to 
move the valve under these conditions. 

Figure 12 - Pulsed jet actuator (global view, leftt: detailed view of the orifices)

Actuator command and characterization

The actuator can be either controlled in an all-or-nothing way, or in 
a proportional way. In the case of a proportional valve opening, the 
command requires the use of an off-the-shelf commercial amplifier. 
If the actuator is used in an all-or-nothing way, the device having only 
two states (open or closed), a binary command of the actuators is 
sufficient and specific electronics are developed for the power sup-
ply. The actuators are either electrically fed or short-circuited. Since 
the electric behavior of these actuators is similar to a capacitance, 
the current becomes very important at high frequencies. Since the 
supply voltage is high also, the power needed can become very high. 
Depending on the operating time and the commutation frequency of 
the electronics, the protection resistances, as well as the cooling sys-
tem, are dimensioned to limit the electronic temperature.

Visualizations by Schlieren photography are performed to check whe-
ther the jets are supersonic (figure 13). The mass flow measurements 
also allow the capacities of these actuators to be validated, to fulfill 
the specifications.

Figure 13 - Schlieren photography of the supersonic jets

Figure 14 shows the mean mass-flow for the 50 actuators with a sinu-
soidal excitation signal at various frequencies from 10 Hz to 700 Hz. 
It points out that the mean mass flow is rather uniform over the 50 
actuators (~0.15g.s-1 +/- 0.03g.s-1 except for actuator number 8) 
and that the actuator response is rather flat over the entire frequency 
range [10 Hz; 700 Hz] (delta max = 0.04g.s-1).

Figure 15 shows the excitation signal (in black) and the measured 
velocity by hot-wire for various frequencies between 100 Hz and 
700 Hz at a supply pressure of 2.7 bars. The peak velocity decreases 
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from 320 m.s-1 to 250 m.s-1 when the forcing frequency increases 
but the shape of signal is well preserved and there is no leak at high 
frequencies as it is often observed for other actuators. 

Figure 14 - Mean mass flow for the 50 actuators and a sinusoidal excitation 
signal at various frequencies

Figure 15 - Excitation voltage signal (in black) and hot-wire velocity signals 
for various frequencies at a supply pressure of 2.7 bars (red: 100 Hz, green: 
300 Hz, blue: 500 Hz, purple: 700 Hz)

Pulsed blowing TED

Context

Within the project PRF BUFET'N CO, another kind of pulsed blowing 
actuator was integrated and tested on the wing described in the pre-
vious chapter. The reader interested in  a summary of the results with 
this actuator can refer to ref. [24] in the same volume of Aerospace 
Lab. Specific tests were performed on fluidic TEDs (Trailing Edge 
Devices) whose characteristics are: 

•	Orifice dimensions: slot width equal to 0.2 mm and length equal 
to 490 mm in the spanwise direction (between 45% and 85% of 
the wing span);

•	Slot location and orientation: located at 95% of the chord on the 
lower side of the model; normal blowing  with respect to the 
local wall tangent;

•	Frequency bandwidth: 200 Hz;
•	Maximum mass flow: 140 g.s-1 per meter span in this configu-

ration.

Technical solution

The actuator is based on the same principle as that used for the pulsed 
vortex generators, adapted for large mass flow or large scaled model 
applications. Indeed, it meets specifications that are less restricting 
in terms of bandwidth and volume availability, but more restricting 

concerning the high mass flow to produce. The actuator is installed in 
a large cavity in the model and feeds the slot via holes connected to a 
plenum integrated in the trailing edge of the model (figures 16 & 17).

Figure 16 - CAD views of the model and section view of the air channel area

   
Figure 17 - actuator before integration (left) and integrated inside wing’s main 
cavity (right)

The actuator employs piezoelectric stacks elements whose displace-
ment is amplified mechanically by using kinematics based on steel 
joint blade articulations. The valve is made of aluminium to minimize 
its mass and reduce the response time of the system. To improve the 
behavior of the actuator at high frequencies, additional mechanical 
absorbers can be added between the valve and the tight case of the 
actuator. The air supply is connected directly onto the main body of 
the actuator. Its geometry is designed to ensure a good homogeneity 
between the 3 holes at the exit of the actuator.

Actuator command and characterization

As for the pulsed fluidic vortex generator, the actuator can be either 
controlled in an all or nothing way or in a proportional way, by using 
of a commercial amplifier or with a specific electronic developed for 
the power supply. 

Figure 18 - Mass flow evolution vs. time for a triangular voltage signal and 
different air feeding pressure

Figure 18 shows the time evolution of the mass flow for a triangular 
voltage excitation and different air feeding relative pressure from 0.5 
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to 5 bars. It shows that it is possible to control the mass-flow in a 
proportional way and that the maximum mass flow is equal to 14 g.s-1 
for a relative pressure of 5 bars, for 10 cm slots length in the span 
wise direction.

Application of active flow control at the leading edge

Within JTI Clean Sky Smart Fixed Wing Aircraft Integrated Technology 
Demonstrator (SFWA-ITD) European project, a study was made in or-
der to evaluate how compact a valve should be to be compatible with 
the equipment of a scaled 1 business jet wing tip. This actuator was 
proposed for integration and the outcome is a representative insert 
equipped with a large scale valve which blows through a tangential 
slot with a width of 0.5 mm located at 1% of the local chord (figure 
19). In this configuration, the actuator is able to generate a pulsed 
blowing of 200 g.s-1 per meter span at 200 Hz.

 
Figure 19 - Picture of the actuator integrated in a part representative of a 
scaled 1 wing tip

Synthetic jets by piezoelectric actuators

Context

Within the framework of the JTI Cleansky Smart Fixed Wing Aircraft 
(SFWA-ITD) and Green Rotorcraft Integrated Technology Demons-
trator (GRC-ITD) European projects, many developments are carried 
out on the synthetic jet actuators. One of the objectives of SFWA-ITD 
is to increase Technology Readiness Level of this kind of devices. 
Onera is involved in this work and develops actuators which could be 
integrated and tested in wind tunnel models for both SFWA-ITD and 
GRC-ITD projects.

  
Figure 20 - GRC helicopter fuselage in the Onera L1 wind tunnel (left) and 
detailed view of the rear fuselage equipped with actuators (right)

Within GRC-ITD project, it was asked to integrate eight synthetic jets 
in the fuselage of a helicopter’s wind tunnel model (figure 20 and [25] 
for the results). The specifications are the following ones:
	 • orifice shape: slots with dimensions 0.67mm*30mm;
	 • blowing angle: 45° with respect to local wall tangent;
	 • Peak velocity: 80 m.s-1;
	 • Frequency bandwidth: 200 Hz.

The object of the study was to propose an actuator for which the 
speed of jets remains relatively constant on a large frequency 

bandwidth and for which it is possible to modify speed for a given 
frequency.

Comparison with state of the art

Many studies are dealing with synthetic jets devices. There are 2 main 
developments which are the subject of patents or publications.

The first one is the generators of synthetic jets operating piezoelectric 
technologies via the use of membrane type actuators, as it is the case 
for the following patents: US 2010/0044459A1, US 2010/0045752A1, 
US 2010/0043900A1, US 2008/0197208A1, US 2008/0087771A1.
Contrary to these devices, the solution described in this paper does 
not imply the deformation of a membrane but the displacement of 
one (or several) piston(s), increasing the force and stroke available 
for the compression of the gas in the chamber of ejection. On the 
other hand, because of the actuator characteristics, the use of the 
membrane synthetic jets is limited to an optimal frequency generally 
based on the resonance of the active part and the cavity where is 
compressed the gas before ejection.

A second development deals with piston technology, as described in 
[5]. The main difference compared with Onera’s design is that this so-
lution is based on the movement of a piston actuated by a cranck/rod 
system which does not allow the adjustment of the piston stroke, and, 
as a consequence, does not allow the regulation of the jets speed for 
a given frequency. 

Technical solution

Figure 21 shows a picture of one synthetic jet actuator. The synthetic 
jet comprises a cavity delimited by a fixed wall and a mobile wall. 
The fixed wall contains a sleeve and a head provided with an orifice 
through which the fluid is sucked from and expelled to the main flow. 
The mobile wall is opposite to the head. The actuator comprises a 
rigid piston which slides into the sleeve.

Figure 21 - One synthetic jet before integration into the model

The synthetic jet is based on a piezoelectric stacks actuator, mecha-
nically linked with the piston and able to drive it with an alternating 
movement having a variable amplitude and frequency. Once again, 
since the stroke of the piezoelectric actuators is very short, the sys-
tem comprises a mechanism for the mechanical amplification of dis-
placements up to 0.6 mm, based on steel joint blade articulations in 
order to have a significant variation of the cavity volume. The fact that 
this amplification is not obtained by forcing of the piezoelectric at the 
natural resonant frequency allows a constant output velocity to be 
obtained over the entire actuator frequency range.
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The solution applied here does not imply the deformation of a mem-
brane, thereby increasing the force and the stroke available for the 
fluid compression inside the chamber. To modify the output velo-
city of the synthetic jet, the stroke of the piston is simply varied. The 
frequency bandwidth of this actuator is approximately 200 Hz.

Figure 22 shows the hot-wire velocity signal at the synthetic jet exit for 
three voltages at a frequency of 200 Hz. For this measurement, the hot 
wire is located in front of the slot. As expected, the higher the voltage is, 
the higher the output velocity is. The maximum output velocity is about 
80 m.s-1. The highest peaks correspond to the blowing phase and the 
lowest ones to the suction phase. Since for a synthetic jet the velocity 
vector is straight during the blowing phase and the flow coming into the 
actuator chamber is sucked in from all directions, the hot-wire location 
slightly above the actuator exit rather into the slot induces a difference 
in the amplitude of the velocity peaks between blowing and suction.

Figure 22 - Hot-wire velocity signal for three voltages at f=200 Hz

Figure 23 - Peak velocity as a function of voltage at f=200 Hz

The evolution of the peak velocity with the voltage applied to the actua-
tor is plotted in figure 23 for a frequency of 200 Hz. As expected, since 
the piston stroke evolves linearly with the voltage, the peak velocity 
also evolves linearly with the voltage, since at the first-order (without 
viscous and compressibility effects), the peak velocity is given by:

Upeak = Spiston/Sorifice.A.	 (1)
where Upeak is the peak velocity, Spiston is the piston area, Sorifice is the 
exit orifice area, A is the piston half stroke and  is the pulsation.

The evolution of the peak velocity with the forcing frequency for 
a constant voltage equal to 150V is shown in figure 24. The peak 
velocity is nearly constant and equal to 80 m.s-1 between 170 and 
240 Hz. Equation (1) shows that the peak velocity should increase 

linearly with the frequency but in fact, the rise time of the piston is 
constant and does not depend on the frequency. This is the reason 
why the peak velocity is constant between 170 and 240 Hz. In fact, 
in this case, it is the duty cycle, which varies with the frequency.

Figure 24 - Peak velocity as function of forcing frequency for 150 V

Actuator command

The input signal takes into account the mechanical behavior of the 
actuator and allows the piston displacement to be controlled accor-
ding to the characteristics of the desired output velocity, by using 
gauge sensors installed on one steel joint blade of the kinematics. 
The input signal applied to the mechanically amplified piezoelectric 
actuator makes it possible to control the frequency and amplitude of 
the actuator. The difficulty with regard to the electric drive of such a 
device is how to take into account the mechanical response of the 
system to very short time pulses. To reduce the parasitic phenomena 
of oscillations, the input signal is adjusted (time-constant and duty 
cycle) according to the output signal. Sensors installed inside the 
actuator allow the piston displacement to be controlled by adapting it 
to the desired output velocity signal.

Application of active flow control at the leading edge

A study was carried out within the JTI Clean Sky Smart Fixed Wing 
Aircraft Integrated Technology Demonstrator (SFWA-ITD) European 
project, in order to evaluate the compatibility of this technology with 
the leading edge of a wing in a large scale model. 

The outcome is a representative prototype equipped with a large scale 
synthetic jet actuator that blows through a tangential slot with a width 
of 0.2 mm and a span of 145 mm, located at 1% of the local chord 
(figure 25). In this configuration, the actuator is able to generate a jet 
whose velocity is equal to 110 m.s-1 [+/-10 m.s-1] for a frequency 
range of [50 Hz; 200 Hz] (figure 26).

Figure 25 - Picture of synthetic jet actuator in a part representative of a large 
scale wing leading edge
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Figure 26 - Large scale SJA characterisation

Fluidic actuator characterization 

The detailed knowledge of the performance of a fluidic actuator is a 
decisive input for its design and manufacturing process. The qualifi-
cation of such an actuator is required, not only during the prototype 
optimization steps, but also for its reception as an isolated component 
of a wind tunnel model (figure 27) and once integrated into the model 
(figure 28). The qualification concerns all kinds of fluidic devices: 
continuous, pulsed and synthetic jets.

Figure 27 - Hot-wire qualification of an actuator as a wind tunnel model com-
ponent	

Figure 28 - Actuator qualification once integrated into the helicopter fuselage 
model

The objective of the qualification operations (referred to as “cha-
racterization”) is to measure the performance of the actuator under 
quiescent air conditions, or exceptionally in interaction with an acade-
mic incoming flow, typically a turbulent boundary layer. Most often, 
the characterisation is performed on a specific bench, in quiet air. 
Thus, the characterization does not necessarily allow the identifica-
tion of the actuator behavior under actual working conditions (wind 
tunnel tests once integrated in the model or flight conditions), which 
can be different from quiescent air conditions. However, it yields 
inputs for set parameters, such as input voltage or pressure, type of 
input signal shape, etc.

Generally, the characterisation consists first in determining the ope-
rational frequency domain in which the jet accurately responds to the 
desired input signal. Second, it consists in measuring the jet veloci-
ties (peaks or even entire shape of the velocity profile) in the operatio-
nal frequency domain. Sometimes, it may include the assessment of 
the homogeneity of the exit velocities. 

Figure 29 - Pulsed jet velocity obtained from hot-wire measurement with a 
square shaped input electrical signal – Specific in-situ calibration has been 
applied to HW before the measurement in order to catch an estimate of the 
instantaneous velocity (here 300 m.s-1)

In practice, the excitation frequency ranges from ten hertz to one kilo-
hertz and the jet velocity level can be low (incompressible flow) or 
high (supersonic compressible flow). For such conditions, the Hot-
Wire Anemometry (HWA) is the preferred measurement technique: 
it is particularly well suited to derive (or at least get a good estimate 
of) the instantaneous velocity, or to identify velocity signal shapes 
(figure 29). For the latter, the velocity signal can be compared to other 
signals, such as electrical input, location of the moving component 
of the actuator or internal cavity unsteady pressure; this allows the 
transfer function, including amplitude and phase shift, to be derived. 
According to the results, the actuator will be (or not be) improved. 

A key factor for the HWA is the calibration procedure. As a matter of 
fact, for most of the actuators, the classical calibration procedure in 
a calibrated, uniform flow does not apply. This is due to the diameter 
of the jet to be measured, which is of the order of magnitude of the 
hot wire length (figure 30). In such a case, the hot-wire active sen-
sor sees the strong transverse gradient jet velocity profile, and is not 
uniformly cooled. 

In order to take into account the jet velocity profile, a procedure has 
been developed to calibrate the hot-wire in-situ, i.e., without moving 
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the sensor for its calibration. This allows the hot wire to be calibra-
ted with respect to well-known upstream conditions, either the total 
pressure of the air supply or the mass flow measured in the air supply 
circuit. In both cases, a theoretical velocity in the actuator exit section 
can be derived and thus, the relation between this theoretical velocity 
and the hot wire tension can be established for a range of upstream 
conditions. This procedure can directly be applied to continuous and 
pulsed jets, which require a pressurized air supply. 

However, its application to synthetic jets is more challenging. For such 
devices, the notion of upstream conditions does not apply. In order to 
get such conditions, the actuation mechanism is temporarily replaced 
by a substitution nozzle, without any active mechanism, but with an 
upstream connection to the air supply. Once the relation between the 
hot-wire signal and the theoretical velocity has been established, the 
actuation mechanism of the synthetic jet is mounted again and its 
characterisation can be performed. Of course, this methodology is 
time consuming and delicate, especially when several actuators must 
be qualified simultaneously. Indeed, each new hot wire positioning 
requires a new specific calibration.

If the characterization of the velocity signal shape is not required, 
another method can be used for pulsed jets. The pulsed air can be 
collected at the actuator exit with an airtight bell (red circle in figure 
31). Then, it is brought to a mass flow meter located downstream. 
This measures the average mass flow of the pulsed jet (figure 32).

Figure 32 - Mean mass flow obtained with the bell method with respect to the 
duty cycle (square input signal)

Figure 33 - In-situ hot-wire probing of a fluidic trailing edge device (TED). 
The probe is mounted on a high accuracy, motorized robot with 3 degrees of 
freedom	

For cases where the hot wire length is much smaller than the jet exit 
section (limit arbitrarily fixed at 2 mm in next table), a classical cali-
bration procedure can be used. A typical case is the high aspect ratio 
slot, for which the hot-wire can be moved in the slotwise direction. 
The velocity jet profile can be reconstructed from instantaneous mea-
surements at different locations, using high accuracy robots and off-
line post processing tools (figure 33 and figure 34).

Figure 34 - Example of an instantaneous velocity profile at a slot exit (pulsed 
blowing TED)
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Figure 30 - Hot-wire in front of a supersonic jet actuator exit 
(here, a nozzle) 

Figure 31 - Mass flow qualification of pulsed jet actuators using a specific air 
tight bell	  
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In addition, as an example of actuator qualification in an academic 
flow, a synthetic jet in a turbulent boundary layer has been studied in 
a boundary layer wind tunnel. In this case, the actuator exit was 0.5 mm 
wide and 30 mm long. The hot wire probe was located at 0.2 mm inside 
the slot. Similar results were obtained with the wind tunnel off and on 
(with and without wind) (not shown here). The velocity of the wind tun-
nel was fixed at 30 m.s-1 and the actuator frequency at 200 Hz.

The various methods used for the actuator characterization are sum-
marized in the following table. Although hot-wire anemometry has 
been used for most of the qualifications carried out up to now, optical 
methods like L.D.V. (Laser Doppler Velocity) or P.I.V. (Particle Velo-
city Imagery) are being considered and could bring significant impro-
vements in a near future, since they are not intrusive. However, they 
require the seeding of the jet, which proves to be difficult, especially 
for high pressure upstream conditions. Temperature measurements 
to evaluate either generated momentum or flow rate should be also 
investigated in the future.

Conclusion and perspectives

Recent progress in the field of micro mechanics and micro sensors 
has made it possible to develop innovating flow control devices ful-
filling the highly demanding specifications from aerodynamic engi-
neers. The very ambitious wind tunnel tests performed using the 
actuators described in this article were carried out successfully and 
allow the accuracy of CFD codes developed by Onera to simulate this 
kind of devices to be assessed.

Since they are either mechanical or fluidic, the actuators developed 
have been designed to fulfill customer requirements. Moreover, in 
the case of fluidic actuators, these studies led to the development of 
specific measurement techniques dedicated to the characterization 
of micro jets. 
   
Today, Onera still continues its efforts in actuator development, in or-
der to be able to propose technical solutions for the upcoming studies. 
Thus, new mechanical actuators based on MEMS technologies are 
studied, with the purpose of making this kind of technology compatible 
with applications on wind tunnel models. Such solutions allow the flow 
control application to be considered as a tool for improving the quality 
of measurements made during wind tunnel tests, or for increasing the 
accuracy of numerical simulations with active flow control.

Regarding the fluidic actuators, not only within the framework of JTI 
Cleansky, but also in Onera self-funded projects, work is carried out to 
improve the performance, not only of the synthetic jets, but also of the 
pulsed jet actuators. For the latter, the final objective is today the appli-
cation of these technologies at a larger scale to prepare flight tests.

To characterize such actuators, Onera explores new measurement 
methods, based on new micro sensors integrated into the mecha-
nical actuators, or new velocity measurement techniques for fluidic 
actuators.

The actuator characterization benches adapt gradually to the require-
ments from the experimentalists, who require more and more infor-
mation with an always greater precision 

Equipment Actuator type Pulsed Synthetic

Hot wire anemometry 

fmax>40 kHz

Jet exit size

Measured data 
Lower than 2 mm Longer than 2 mm Lower than 2 mm Longer than 2 mm

Classical calibration
Instantaneous velocity, 

subsonic
no yes no yes

In-situ calibration, 

from upstream total 

pressure and density Max. instantaneous 

velocity, subsonic
yes No interest

Substitution tip with 

air supply
No interest

In-situ calibration, 

from mass flow meter 

and density

In-situ calibration, 

from airtight bell

Mean mass flow, sub-

sonic and supersonic
yes yes homogeneity homogeneity

Optical metrology

LDV, max. frequency 

depending on the 

seeding quality

Instantaneous velocity 

of particles
yes yes yes yes

PIV, fixed frequency
2D maps of instanta-

neous velocities

Depends on 

spatial resolution
yes

Depends on spatial 

resolution
yes

     Table 1 - Summary of available methods for actuator qualifications
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Active Flow Control 
for Helicopters

Several active flow control helicopter applications aimed at improving aerodynamic 
performance have been studied at Onera and are presented in this paper. The 

distinction between applications for non-rotating or non-lifting parts and for rotating 
parts is presented. A first part deals with the application of steady/unsteady blowing to 
simplified rotor hub and fuselage shapes. The objective is to achieve significant drag 
reduction by suppressing the flow separation occurring in these areas. Numerical and 
experimental investigations are jointly performed to identify the best control strategies. 
The numerical efforts take into account the experimental constraints in the simulations. 
Significant work is done on the simplified fuselage drag reduction using various blow-
ing actuations: synthetic jets, pulsed jets and steady blowing. The second part of the 
paper is dedicated to active flow control on rotor blades. A first application of deploy-
able vortex generators for dynamic stall control is discussed. Then, more general active 
technologies aimed not only at improving the aerodynamic performance but also at 
reducing the vibratory loads or the noise radiation, are presented. Among the several 
active blade technologies that have been studied at Onera, both experimentally and 
numerically, this paper focuses on the active flap blade and the active twist blade con-
cepts. The paper highlights the diversity of flow problems occurring on a rotorcraft and 
the various flow control strategies that must be considered to handle them. The numer-
ical challenges to account for flow control in an unsteady environment are discussed 
for each flow control application.

Introduction

Flow control has been a very active area of research in recent years for 
the aerodynamic improvement of aerial vehicles [3], [24]. Based on 
simple and academic configurations [2], the significant first success 
of flow control led to more complex and realistic geometries being 
considered. Flow control techniques have since been applied to rotor-
craft and in particular to helicopters. Helicopter aerodynamics is in-
trinsically highly unsteady, due to the main and tail rotor rotations. The 
non-rotating parts of helicopters may also have large separations, the 
design of the machine being generally more driven by the specified 
mission of the aircraft than by a quest for aerodynamic efficiency. The 
variety of helicopter missions fits in well with active devices that can 
be activated on-demand, on non-rotating or non-lifting parts. Separa-
tion control effectiveness has also been shown using active actua-
tors [8], [15], [16]. Rotorcraft configuration applications are gener-
ally focused on separation control for drag reduction. It has been, for 
example, applied to hub fairing or hub pylon separation control [4], 
[49], [37] and this application will be discussed in the first part of the 
paper. Separation control for drag reduction has also been studied by 
several authors, on blunt fuselage using vortex generators [7], steady 

blowing [27], [40], synthetic jets [32], [50], [27], [40], combustion 
actuators [50] or plasma actuators used as vortex generators [13]. 
The Onera activities on this topic are discussed in the first part of 
the paper: different types of actuation (steady blowing, pulsed jets 
and synthetic jets) are used to reduce the drag of a simplified blunt 
fuselage.

On rotating parts, active flow control is well suited to the unsteady 
environment that the helicopter rotor experiences. The retreating and 
advancing blades are subjected to very different aerodynamic con-
ditions: active flow control enables a particular phenomenon to be 
acted upon only in the needed azimuth range. For example, dynamic 
stall is a phenomenon that occurs on the retreating blade and that 
induces large penalties for high speed forward flight. Its control has 
been a topic of many studies and several devices have been pro-
posed. Dynamic stall is linked to the shedding of a strong leading-
edge dynamic stall vortex and therefore most authors have proposed 
devices acting at the airfoil leading-edge. For example, suction at the 
leading-edge [25], blowing [20][21] and plasma actuation using Di-
electric Barrier Discharge (DBD) actuators [38] were shown to bring 
some benefits. Large modifications of the airfoil shape were also 
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investigated using a deforming leading-edge [11], a droop leading-
edge airfoil [17] or leading-edge slats [9]. Vortex generators at the 
airfoil leading-edge were also successfully applied [31][30] to limit 
dynamic stall penalties and this idea has been extended at Onera by 
the addition of a deployable feature of the vortex generator device. Ac-
tivities on dynamic stall control using Deployable Vortex Generators 
(DVGs) are presented in the second section of this paper. 

A more global influence on the flow can be obtained using active blade 
technologies. The objectives of the actuation are generally not only to 
improve the aerodynamic performance of the rotor, but also to limit 
the noise radiations or the vibratory loads. The last part of the paper 
presents the Onera outcomes for two active blade technologies; the 
first is the active flap blade and the second is the active twist blade.

The objective, status and outcome of each application are discussed 
from both experimental and numerical aspects. 

Active flow control for non-rotating components

Compared with fixed wing aircraft fuselage drag, the fuselage drag 
of a helicopter may be up to an order of magnitude larger. Due to 
the operational requirements for rotorcraft, the fuselages are typically 
not cleanly integrated with the engine, pylon, nacelle, hub, or land-
ing gear. This may result in adverse flow interactions and excessive 
drag, due to the bluff body shape and separated flow. Suppressing 
the flow separation on non-rotating components of a helicopter can 
consequently lead to significant drag reduction and improve the over-
all performance of the machine. Massive separation occurs generally 
in two different regions of the fuselage: downstream from the rotor 
hub and downstream from the fuselage cabin (especially for rearward 
loading capability rotorcraft). The following sections present the ap-
plication of active flow control on simplified geometries representing 
these two key-areas.

Pylon fairing separation control

Helicopter rotor hubs are characterized by a highly complex design 
ensuring the proper helicopter rotor control. If the rotor hub cannot be 
fully faired, the pylon that supports the rotor hub is generally faired 
using a streamlined shape. Usually, symmetric thick-airfoil shapes 
are used for pylon fairings [46]. Flow separation on those airfoils may 
appear at very low angles of attack, producing large drag penalties 
and unsteady vortex shedding that can impinge the rear lifting surfac-
es and lead to severe handling quality problems. Under the US/French 
Memorandum of Agreement on helicopter aeromechanics, a typical 
thick airfoil, a NACA0036 (figure 1), used for helicopter pylon fairing 

has numerically been investigated without and with flow control in a 
joint US Army/Onera effort [37]. Active flow control was ensured by 
zero-net mass-flux jets (or synthetic jets [19]) blowing and sucking 
air through slots located on the upper surface of the airfoil ([4], [37], 
[49]).

Wind-tunnel test measurements were available for both baseline and 
actuated configurations and the joint US/French work focused on 
computational work to assess the ability of computational fluid dy-
namics (CFD) tools to reproduce the experimental observations. The 
results of the computations are detailed and discussed, comparing 
with available experimental data in Ref. [37]. The baseline case is a 
very difficult one for CFD, with a large flow separation over the upper 
surface of the airfoil at a very low angle of attack. The flow is largely 
separated at the trailing-edge of the airfoil at a 0° angle of attack and 
separates totally over the upper surface at a 5° angle of attack, lead-
ing to a decrease in lift at low angles of attack. The numerical simula-
tions performed with the Onera CFD solver elsA on this configuration 
in 2D and 3D show limited quantitative agreement with experimental 
measurements, in particular for lift and drag values. Some of the dis-
crepancies could be linked to the experimental set-up (corner flow in 
the tunnel, roughness that triggers laminar-turbulent transition at the 
airfoil leading-edge) and were investigated using CFD, but the over-
all agreement was poor. It was however possible to investigate the 
modeling of the synthetic jet actuators in the simulation for actuated 
cases. The first significant conclusion identifies the required temporal 
resolution of the blowing and suction cycles in the simulation. 

Figure 1 - Examples of rotorcraft with faired pylon (left), NACA0036 airfoil model (right) (from [37] and [4])

Figure 2 - Temporal convergence study of the synthetic jet cycle resolution 
in the simulation
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The results (figure 2) showed that a number of 2000 time steps per 
jet blowing/suction cycle (or 200 time steps with 10 sub-iterations 
per time step) were necessary to describe the synthetic jets effect 
correctly and consistently. This figure must be related to the typical 
separation timescales that can appear on a helicopter pylon; it should 
be also compared with the timescale of the rotor rotation, if active 
flow control is considered on the rotor. For example, for a rotor spin-
ning at 200 rpm and a synthetic jet oscillating at f=120 Hz, a rotation 
corresponds to 400 synthetic jet cycles. Using a sub-iteration time 
scheme, 8.104 time steps per rotor revolution would be required, cor-
responding to a time step of 0.0045° of rotation, which is two orders 
of magnitude less than what is usually used in CFD, in the rotorcraft 
community. 

Another important result is the identification of the influence of the ac-
tive flow control phasing, in both the experimental and the numerical 
investigations. The different actuators implemented in the model can 
indeed be actuated to have the blowing/suction in phase or out-of-
phase with each other. Here, the actuators located in the front part of 
the model are out of phase with the actuators on the aft part of the 
model. Wind-tunnel tests showed that phasing the jets improved the 
drag reduction and reduced the overall model vibration. CFD compu-
tations show similar trends and highlight the importance of the phase 
influence when using synthetic jets for flow separation control. The 
CFD investigations were performed for a limited number of phas-
ing cases and no complete understanding of the phasing effect was 
drawn. A comprehensive understanding of the physics involved in jet 
phasing remains a topic for further research. This result has been im-
portant for the simplified blunt fuselage separation suppression [40] 
studied in the following section.

and experimental baseline results are presented in ref. [27], as well as 
some active flow control computations, which helped in the design-
ing of the actuators for the wind-tunnel tests. This research effort is 
applied on a generic fuselage, the ASF2, based on a fully open geom-
etry. Already studied around 1985-1990 at Onera [18], this fuselage 
has a pronounced ramp, in order to produce a large area of separa-
tion (figure 4). Three promising flow control devices were chosen for 
study: steady blowing, pulsed jets and synthetic jets.
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Figure 3 - Lift history for in-phase and out-of-phase synthetic jets

Helicopter blunt fuselage separation control

In high-speed forward flight, a major component of helicopter parasite 
drag is due to the fuselage and to the massive flow separation that 
occurs on its rear, especially for helicopters with a very pronounced 
aft loading ramp. A combined numerical and experimental investi-
gation has been conducted within the Green Rotorcraft ITD of the 
CleanSky project, to obtain a better understanding of the flowfield 
around a helicopter generic fuselage and to investigate different flow 
control approaches to decrease this pressure drag. Many numerical 

Cl

Figure 4 - ASF2 model mounted in Onera L1 wind-tunnel

Baseline case

The data presented in figure 5 shows a good correlation between 
numerical and experimental results for the baseline configuration, es-
pecially for angles of attack (AoA) higher than -2.5° (fuselage nose-
down), considering the massive separation that occurs in the ramp 
region.

Figure 5 - Numerical/experimental comparison of the drag and lift coefficients 
for the baseline case

A detailed analysis of the flow allows two topologies to be identified, 
depending on the angle of attack, already established by Seddon [41]:

• an “eddy flow” for a nose-up angle of attack (AoA), which is the 
classic bluff-body flow consisting of cross-stream eddies and results 
in low drag but unsteady loads
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• a “vortex flow” for a nose-down AoA, which is characterized by 
streamwise vortices and leads to high drag values.

However, the critical angle of attack is not well estimated by the nu-
merical simulations. One possible explanation for this error could be 
the lack of the struts [39], and to a lesser extent of the wind-tunnel 
walls, in the simulations.

Flow control cases

Many simulations with flow control have been performed on this sim-
plified blunt fuselage. In this investigation, simplified CFD simulations 
(half configuration with symmetry plane and coarse grids) with syn-
thetic jets were used to get some idea of the effectiveness of active 
flow control on the ASF2 fuselage. Subsequently, numerical simula-
tions have been performed to develop a flow control strategy and to 
identify actuator design parameters for the experiment, such as the 
slot location, width and angle.

Despite the approximations, those simulations resulted in a definition 
of the experimental flow control configuration to be tested in the wind-
tunnel (0.67 mm-wide and 30 mm-long slots, slightly downstream 
from the separation line obtained for a=0°, 45° jet angle). They also 
helped to quantify the drag reduction that could be expected, these 
predicted around 15 - 20% in good agreement with state of the art 
drag reduction by active flow control on helicopter blunt fuselages 
[32], [40], [1], [34]. These also provided an initial idea of the flow 
control strategies to be applied, such as velocity ratios higher than 1 
and phasing out of synthetic jets.

performed for the three chosen flow control devices. Experimental re-
sults are very promising, with significant drag reductions of 15 - 35% 
being observed. Higher drag reduction is achieved for negative AoA, 
which is favorable in the case of high speed flight of the helicopter. No 
drag reduction could be obtained for a narrow range of AoA around 
0° (figure 6). Steady blowing configurations seem to be the most ef-
fective, but pulsed jets enable almost the same benefits at half of the 
required mass flow. The effect of synthetic jets is so far rather limited, 
with drag reduction only for a limited range of the fuselage angle of 
attack. These actuators have been slightly modified for another wind-
tunnel entry expected in 2012, to achieve higher peak velocities. 

Active flow control for helicopter main rotor

This second part is focused on the application of active flow control 
to rotating blades. Rotor blades encounter a wide range of aerody-
namic conditions, from subsonic flow on the retreating blade to tran-
sonic flow on the advancing blade, leading to various aerodynamically 
penalizing phenomena. A first application focuses on dynamic stall. 
Dynamic stall occurs on the retreating blade for high speed forward 
flight or highly loaded rotors and it can be studied using the simplified 
configuration of an airfoil under pitching-oscillation motion. The fol-
lowing section presents the design and application of actively deploy-
able vortex generators for dynamic stall penalty alleviation. Finally, 
two active blade technologies are discussed: active flap blade and 
active twist blade. The control principle is based on a more global ac-
tion of the entire rotor. It not only enhances aerodynamic behavior, but 
also reduces the noise radiation and the vibratory loads.

Dynamic stall

Dynamic stall has been an intensive area of research over the last 
decades, to improve the understanding of the complex physics and 
it remains a very difficult problem in aerodynamics. The alleviation of 
dynamic stall on rotorcraft blades has also been an area of investiga-
tion for many researchers. Since structural problems associated with 
dynamic stall are due to the negative pitching-moment induced by the 
shedding of the strong leading-edge dynamic stall vortex, the objec-
tive of the dynamic stall control is primarily to reduce the negative 
pitching moment, while maintaining comparable mean and maximum 
achievable lift. The reduction of drag due to dynamic stall is generally 
considered as a secondary objective; any reduction of dynamic stall 
will lead to an extension of the flight envelope. Many devices have 
been proposed and experimental validation has been achieved on 2D 
wind–tunnel models for some of them. The technologies investigated 
include shape morphing (variable drooping leading-edge), active suc-
tion or blowing and passive control using vortex generators or Dielec-
tric Barrier Discharge (DBD) plasma actuators  (see for example the 
review of some devices in [10]).

The most promising studies concern the delay of dynamic stall, or its 
alleviation, using vortex generators. Significant dynamic stall reduc-
tions with leading-edge vortex generators were demonstrated experi-
mentally by Martin et al. [31] and Mai et al.[30]. In the latter study, the 
devices are small flat cylinders attached to the airfoil leading-edge. 
However, even if the leading-edge-vortex generators are located near 
the stagnation point so that the flow is not affected at low and moder-
ate angles of attack, the device may cause penalties for non-stalled 
flight conditions. Active flow control solves this problem; for example, 
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Figure 6 - Experimental drag (solid line) and lift (dashed line) for several 
steady blowing velocities

Confirmations of these potential benefits by wind-tunnel tests have 
been performed at Onera in the low-speed L1 facility. Specific atten-
tion was paid during the test preparation to actuator properties and 
performance. Laboratory tests were conducted on each individual 
actuator, to check the homogeneity of the actuators and to evaluate 
the output velocity peak and profile, frequency and voltage responses.

Then, an extensive parametric study including different velocity ratios, 
frequencies, duty cycles, phasing and slot schemes was successfully 
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pulsed-jet vortex generators [29] [42] were successfully applied with 
one major drawback: the additional air supply required.

In this context, an innovative active device has been proposed and 
experimentally validated at Onera, in order to alleviate dynamic stall 
penalties, based on leading-edge vortex generation. The active device 
is intended to be used only during dynamic stall on the retreating 
blade; in order to avoid drag penalties on the advancing blade side, an 
actuation at a typical helicopter rotational frequency (1-per-rev, typi-
cally a few Hz) is thus foreseen. The actuator is a row of deployable 
vortex generators (DVGs) located at the nose of the airfoil (figure 7). 
The vortex-generators are small blades that conform to the airfoil 
leading-edge shape so that the airfoil is clean when retracted. The 
DVGs can be deployed at various heights (from 0.1 mm to 3 mm, with 
an accuracy of 0.05 mm) and with various deployment motions (sine, 
square) with respect to the airfoil pitching motion. 

A large reduction in the negative pitching moment is shown for dy-
namic stall (figure 9). Up to 55% of the negative pitching-moment 
peak reduction is achieved when DVGs are deployed all over the airfoil 
oscillation cycle for an optimal DVG height equal to 1.5 mm. A loss 
of maximum lift of 10% is also observed. The analysis of various 
DVG deployment schemes shows that various compromises can 
be achieved between minimum negative pitching moment peak and 
maximum lift. When DVGs are deployed sufficiently soon before the 
occurrence of dynamic stall, a very large reduction of the negative 
pitching moment is achieved but there is also a loss of maximum 
lift. There is a good compromise for an actuation phase equal to 70°, 
for which a reduction of 30% of the negative pitching-moment is 
achieved with a limited loss of maximum lift of 2%. Duty-cycle (ratio 
of the duration of deployment during the oscillation cycle over the full 
oscillation cycle duration) optimization is performed and it is shown 
that these results can be obtained for a duty-cycle of down to 15%, 
ensuring limited drag penalties due to DVGs. Finally, it is shown that 
DVGs act primarily in the leading-edge region, where the dynamic 
stall is prevented from occurring by ensuring an attached flow at the 
leading-edge during the airfoil entire oscillation cycle.

18°

1 mm

Variable height

11.5 mm

Flow
trajectory

Flow
trajectory

Front view Side view

 Figure 7 - Sketch of the designed Deployable Vortex Generator system.

The DVGs have been designed and implemented in an OA209 airfoil 
model and tested in the Onera F2 low-speed wind-tunnel for static 
and dynamic stall conditions [26]. A delay of up to 3° of the static 
stall angle of attack is achieved for static stall (figure 8). Results show 
that static stall delay is obtained for a small DVG height equal to 0.3 
mm, but that more significant delays are obtained for hDVG~1.5 mm. 
This delay is obtained by alleviating the leading-edge stall, while pro-
moting the trailing-edge separation. Therefore, the static stall delay is 
achieved at the cost of reducing the maximum lift. 
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Figure 11 - Summary of DVG effectiveness for hDVG=1.5 mm and several duty-cycle wrt. DVG actuation phase, left: pitching-moment, right: lift

Since the ability of the DVGs to alleviate the dynamic stall penalties for 
2D pitching airfoil has been shown, the effectiveness of this device on 
a helicopter rotor in high speed forward flight must still be estimated. 
However, including DVG on a rotor blade would require a very fine 
computational grid, since approximately 650 DVGs should be includ-
ed to conserve the spacing used during the 2D wind-tunnel test. Time 
resolution of the single DVG computations is also one or two orders 
of magnitude higher than what is typically used for helicopter rotor 
simulations (usually 0.1°, here approx. 0.01°). Even if only a limited 
spanwise section of the blade is equipped with DVGs, computations 
of this magnitude remain out of reach with current computational re-
sources and simpler evaluation methods are required. The following 
section describes active control investigations on rotor blades, based 
on comprehensive codes that use airfoil look-up tables and lifting-line 
methods with wake modeling that are simpler than (U)RANS compu-
tations.

Active blades

Active flow control on helicopter rotors has been a significant area of 
research over the last 20 years for active blade studies. The idea is 
not to add small disturbances in the flow using small actuators, but 
rather to apply technology that generates a general effect on the entire 
rotor system. The actuation can be on the rotor control or embed-
ded in the blade to actively modify the blade shape. The expected 
effect on the flow can be obtained either from a direct local or global 
influence, or from an indirect influence through a specific aeroelastic 
response of the blade. Generally, the expected benefits are not only for 
improved aerodynamic performance, but also for noise and vibratory 
load reduction. Comprehensive aeromechanic tools are thus used to 
perform the benefit evaluation computations.

Active rotor studies were initiated at Onera through the HART (1994) 
and HARTII (2001) international (US Army, NASA, DLR, DNW, Onera) 
cooperative programs [47]. In these projects, the Higher Harmonic 
Control (HHC) technology was numerically and experimentally inves-
tigated in the continuation of a more industrial application of complex 
rotor command systems [36]. The objective of HHC is to replace the 
usual rotor swashplate that provides a 1-per-rev input to the blade 
motion by an advanced swashplate allowing higher harmonic inputs. 
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Along with the experimental demonstration of the effectiveness of 
DVGs for dynamic stall penalty reduction, significant effort has been 
made in the numerical investigations of this technology. The objective 
is to establish a computational model, which is validated using the 
experimental data used to investigate the physical mechanism of the 
interaction of the vortex emitted by the device and the flow separa-
tion at stall. On the other hand, the numerical simulation can also be 
used to improve the DVG design and optimize its effectiveness. These 
numerical investigations are presented in detail in [22] and [23]. It is 
shown that a good agreement with experimental data is obtained for 
static and dynamic stall, when the DVG device is included in the grid 
system for static deployment [22]. The analysis based on the numeri-
cal results also suggests that the specific aspect ratio of the DVGs is 
a primary parameter in the control effectiveness. The designed DVG is 
indeed thicker than the usual vortex generators, to allow mechanical 
deployment. Computations show that a thinner DVG could improve 
the static and dynamic stall control.

Figure 12 - Comparison of the computational result and the PIV data for 
dynamic stall control, using DVG
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The wind tunnel tests on a 40% Mach-scaled hingeless model rotor 
showed a maximum reduction of 4dB in descent flight and a maxi-
mum vibratory load reduction of approximately 30% [45]. Numeri-
cal analysis performed at Onera using the Eurocopter aeromechanic 
comprehensive code HOST [5] provided good agreement on the 
trends, as well as other comprehensive codes [47]. Further compu-
tational studies focused on the aeroacoustics of the HARTII rotor and 
the ability of CFD/CSD [43] to accurately capture the rotor wake and 
the blade vortex interaction (BVI).

In the meantime, other active blade technologies have been studied at 
Onera, in particular the active flap blade and active twist blade, which 
are detailed in the following sections.
  
Active flap

The idea of active flap technology is to include a trailing-edge flap 
over a given spanwise extension of the blade. The trailing-edge flap 
can then be actively actuated at various frequencies (harmonic of 
the rotor rotation frequency are generally used, also noted n-per-rev 
frequencies) and for various angle of attack amplitude ranges. Pre-
liminary computational studies were performed at Onera to design 
the trailing-edge flap spanwise extension and chordwise depth. In 
the comprehensive code used for these computations, the aerody-
namic solution is based on a lifting line method and an airfoil property 
look-up table. To take into account the trailing-edge flap influence, 
dedicated airfoil polars for various flap deflections are used. The flap 
deflection airfoil polars are based on 2D wind-tunnel tests and analyti-
cal models. The results allowed the design of a model-scaled rotor 
equipped with trailing-edge flaps, with a spanwise extension equal to 
10% of the total blade radius and a chord equal to 15% of the local 
blade chord. Several spanwise positions of between 70% and 90% of 
the blade radius were possible (figure 13).  

In parallel, Eurocopter Deutschland has developed a full-scaled dem-
onstrator for this active flap rotor technology and has shown similar 
benefits during flight-tests [44]. Similar activities were also conducted 
in the US on a full-scale rotor demonstrator in wind-tunnel tests, with 
similar findings in terms of noise and vibration reduction [35], [28].

Active twist

The general purpose of active twist is to actively modify the rotor 
blade twist at various frequencies during the rotor rotation. As for the 
active flap, the flow control effect can be produced by a direct aero-
dynamic behavior variation with twist modification, or by inducing 
a modified aeroelastic response of the blade. Over this last decade, 
Onera developed a specific patented technology [33] based on the 
TWISCA concept (TWIstable Section Closed by Actuation), whose 
principle is an open blade section (figure 14) with a slot along the 
span direction, the two edges of this slot being connected by a Macro 
Fiber Composite (MFC) actuator located near the 25% of the chord 
line. Actuating this device induces a relative translation movement in 
the span direction of the upper and lower edges, resulting in a warping 
effect of the structure, leading to the twisting of the blade. One of the 
advantages of this structure is that the actuators, which are located 
close to the neutral axis, experience low bending stresses.

Figure 13 - Sketch of the active flap technology implemented in a helicopter 
rotor blade

Wind-tunnel tests were performed at Onera for several forward flight 
conditions [14]. Measurements included blade airloads computed 
from 168 unsteady pressure transducers, noise emission, blade de-
formation and rotor hub vibrations. The tests showed a significant 
reduction of the Blade Vortex Interaction (BVI) noise for a moderate 
level flight case with 1-per-rev and 4-per-rev actuations. Up to 2.8 dB 
reduction of the maximum noise measured could be obtained. Mea-
surements of rotor hub vibratory loads were also performed and a 
closed-loop control of the flap deflection actuation allowed up to 20% 
of 4-per-rev hub vertical force to be reduced. However, no significant 
influence on the rotor power consumption was observed. 

The wind-tunnel tests also showed that the flap deflection actuation 
acted in two distinct ways. The flap deflection can locally modify the 
blade section lift by changing the airfoil camber. In addition, the flap 
deflection at a given spanwise station and frequency actuation can 
modify the aeroelastic response of the entire blade and in particular 
the torsional response (servo-flap effect).
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Figure 14 -  Lift Demonstrator current section with actuation centered at 
25% of the chord and slot at 10% (TWISCA concept)

Benefit evaluation computations, pre-design and wind-tunnel test 
preparation computations are performed using the comprehensive 
aeromechanic Eurocopter tools R85 and HOST, similarly to what was 
performed for active flap studies. Several models have been imple-
mented to include twist modification in the aerodynamic lifting-line 
model. The first active twist model [6] is based on a direct modifica-
tion of the local angle of attack of the blade, due to active twist. The 
active twist angle is included as an additive term of the total incidence 
angle, defined as the sum of the local pitch angle, the local twist angle 
and the elastic torsion. 

All of the optimized control laws are defined using a harmonic decom-
position with a maximum of 5 components, such as:
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of the active twist angle respectively.

Another way to model the active twist is to consider that the actuators 
create a torsion moment that can be added to the external forces and 
moments in the same way as the aerodynamic moments, as shown 
in figure 15. The elastic moment due to active twist must be provided 
using experimental data. This model implies that two point-sources 
of opposite sign are considered at each end of the active area of the 
blade.
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Figure 15 - Active twist model by moment

This model has the advantage of intrinsically containing the elastic 
response of the blade due to the twist actuation.

A comprehensive code and a genetic algorithm have been coupled to 
determine optimized active twist actuation laws for improved aerody-
namic performance, noise and vibration reduction. The optimization 
variables are the 5 cosine (Aic) and the 5 sine (Ais) components of the 
active twist angle. The computed configuration is a 4-bladed model-
scaled helicopter rotor (2 meter radius). In this optimization process, 
active twist modeling by angle is applied with a maximum possible 
twist deflection (defined by technological constraints) of +/-2° at the 
blade tip. The results allowed the identification of achievable improve-
ments for the various objectives and the useful actuation frequen-
cies. An important result is that each individual objective requires a 
different type of actuation, as shown in figure 16. It was thus shown 
that rotor performance in forward flight could be improved using both 
4-per-rev and 5-per-rev actuation, leading to up to 2.3% of consumed 
power reduction. This benefit comes from a reduction of the induced 
power, related to the modification of the geometric incidence, varying 
with the active twist angle.
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Figure 16 - Examples of active twist actuation laws for the various objectives

Noise reduction was investigated in descent flight for various descent 
angles. Active twist actuation is used to increase the local convection 
of the wake, so that interaction with the blade (responsible for BVI 
noise) is expected to be reduced or even eliminated. It was estimat-
ed that large BVI noise reduction could be achieved using 2-per-rev 
active twist actuations, leading to a noise abatement of up to 7.4 dB, 
as illustrated in figure 17.
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Figure 17 - Effect of actuated laws on maximum noise level

Vibration levels in forward flight estimated through the 3-per-rev in-
plane moment and 4-per-rev vertical force (4-bladed rotor) were also 
be reduced using 3 to 5-per-rev actuations. Up to 100% reduction of 
the 4-per-rev vertical force was obtained.

These first benefit evaluations and twist actuation laws were dem-
onstrated numerically, identifying the possible improvements achiev-
able and identifying the proper actuation frequencies. The primary 
conclusion is that significant improvements can be obtained for noise 
and vibration, however only limited improvements of rotor power con-
sumption can be expected. These improvements were obtained for 
different n-per-rev frequencies and, unfortunately, the actuation law 
for noise reduction was not of the same frequency as that required for 
vibration reduction. 

Conclusion

Several applications of active flow control on helicopter airframes 
and on helicopter rotors have been presented. For non-rotating com-
ponents, the objective is primarily the alleviation of flow separation 
region that can appear behind the rotor hub and in the fuselage back-
door area, reducing the aircraft drag. This is achieved by applying un-
steady blowing through slots. Numerical simulations show that a drag 
reduction benefit of approximately 15% can be expected. This figure 
has been confirmed by a wind-tunnel test on a simplified helicopter 
fuselage configuration. However, the dependence of the separation 
flow topology on the fuselage angle of attack has been identified, thus 
resulting in different control effectiveness. Very small time steps had 
to be used in the numerical simulations, in order to correctly account 
for the actuator influence. The typical time scales of the actuation are 
generally one or two orders of magnitude smaller than the time scale 
of the rotor rotation, which makes complete simulation challenging. 

Applications on the main rotor were presented, considering the prob-
lem of dynamic stall control. A dedicated actuator based on deployable 
mechanical vortex generators was designed and tested on a pitching 
airfoil. Wind-tunnel tests show a very significant effectiveness of the 
device, with up to 40% of negative pitching-moment reduction. A 
1-per-rev frequency actuation was applied to deploy the device on 
the retreating blade where dynamic stall occurs, while not affecting 
the flow on the advancing blade. Parametric investigations show that 
various compromises between maximum lift and minimum negative 
pitching moment peak can be obtained with a 1-per-rev actuation. Nu-
merical simulations present good agreement with statically deployed 
VG, but only a small slice of the blade was considered. Taking into 
account numerous devices on a rotor blade in CFD simulations is 

Maximum noise level on the carpet
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a very challenging computational problem, due to the small length 
scales of the actuators in comparison to the dimension of a helicopter 
rotor blade. Simpler aerodynamic modeling was thus considered for 
the evaluation of other active technologies applied to helicopter ro-
tor blades. Active flap and active twist investigations performed at 
Onera were presented. In these cases, the objective was not only an 
improvement of the aerodynamic performance, but also noise and 
vibration reduction. The embedded actuators in the blade influenced 
the flow by a direct action or through a desired aeroelastic response 
of the blade. Such technologies are required to account for the aero-
dynamic properties of the blade, as well as the structural dynamics 
properties of the rotor. To date, aeromechanic comprehensive codes 
have been used. Computations show that significant reduction of BVI 
noise (between -5 and -7dB) and of vibratory loads (20-100%) can 
be expected. These improvements are obtained by specific n-per-rev 
actuations with dedicated actuation laws for noise and vibration. Only 

limited improvements on the rotor power consumption could be ob-
tained. A deeper insight into active blade benefit evaluation will be 
performed through completed experimental data from the STAR proj-
ect (international cooperation in continuation of the HART and HARTII 
programs). Validation of active twist models and CSD/CFD coupling 
simulations will be required to confirm these benefit evaluations and 
the rotor aero-elastic behavior.

The helicopter is a favorable platform for the application of active 
flow control, with significant areas of possible performance improve-
ments. However, the application of active flow technologies on the 
rotor can be challenging due to the time scales involved and the cou-
pling with the blade motion and elastic response. Long-term research 
projects are therefore mandatory to improve the active flow control 
technologies, in order to implement them in a flight demonstrator and 
verify their effectiveness for certification 
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Acronyms

AoA (Angle of Attack)
BVI (Blade Vortex Interaction)
CFD (Computational Fluid Dynamics)
CSD (Computational Structural Dynamics)
DBD (Dielectric Barrier Discharge)
DVG (Deployable Vortex Generators)
HART (Higher harmonic Aeroacoustic Rotor Test)

HHC (Higher Harmonic Control)
HOST (Helicopter Overall Simulation Tool)
MFC (Macro Fiber Composite)
STAR (Smart Twisting Active Rotor)
TWISCA (TWIstable Section Closed by Actuation)
(U)RANS ((Unsteady) Reynolds-Averaged Navier-Stokes)
VG (Vortex Generator)
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This paper concerns the recent and most representative work performed at Onera on 
the application of flow control technologies to high-lift systems of aircraft wings. 

Two different objectives are considered. First, keeping present architecture, flow 
control could either enhance the aerodynamic performance (mainly mean and stall 
lift coefficients) or simplify the mechanisms (flap gap or size). Secondly, a drastic 
geometry simplification, very attractive for aircraft manufacturers, like slot or even slat 
suppression, leads to a strong depletion of aerodynamic performance. In that case, the 
objective of flow control is to retrieve as much as possible the reference airfoil perfor-
mance. Various flow control devices, from simple mechanical or fluidic vortex genera-
tors to pulsed blowing, are considered. Combined numerical and experimental studies 
are presented and the efficiency of the control is discussed.

Introduction 

Aircraft high-lift systems are essential in low speed conditions for 
take-off and landing phases to reach the necessary high-lift coeffi-
cients (flap efficiency) and delay stalling (slat efficiency), as pres-
ented in figure 1. To do so, such complex mechanisms have been 
optimized throughout the aviation history, leading mostly to a single 
extended slat and one or more extended flap(s). Nonetheless, these 
optimized extended elements are still complex, heavy and expensive 
to manufacture. To overcome these issues, the coupling of flow 
control technologies and high-lift systems allows either an enhan-
cement of actual high-lift device efficiency, or a simplification of the 
high-lift mechanisms. Hence, applying flow control directly at the 
design phase of the aircraft could lead to simpler and less expensive 
systems (from the manufacturing and maintenance point of view). 
Furthermore, some reduction of drag and acoustic emissions could 
be expected too.

The interest in flow control for high-lift elements is rather old, as pre-
sented in 1961 in an interesting book [11] that summarizes world-
wide research on that topic. More recently, in a 1999 NASA/Boeing 
report from McLean et al. [12], a full integration study of flow control, 
both with steady or unsteady technologies, was carried out for the full 
aircraft development, including manufacturing, systems, costs and 
maintenance. Among all of the aircraft elements, high-lift systems 
were identified for flow control as the most promising in terms of 
potential and benefits. It was also highlighted that an accurate aero-
dynamic performance study of the flow control efficiency was the first 
mandatory input to perform the accurate full design.

Figure 1 - High-lift slat and flap effects on the lift polar

To simplify high-lift systems of wings using the flow control applica-
tion, two main separate topics can be considered. The first concerns 
the flap efficiency. Some studies evaluated its improvement based on 
present architecture, while others were aimed at eliminating the flap 
slot. The second topic concerns the leading edge region. Basically, 
it is aimed at delaying stall directly on a retracted slat configuration, 
which is difficult because of the very high suction peak in that region. 
Some people consider that such a configuration is too difficult to be 
controlled (see [12]) and prefer working on a droop nose configura-
tion [16].

Many means of control exist; from simple passive mechanical vortex 
generators, to active fluidic, pulsed or synthetic actuators. Many stu-
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dies in the literature (See [7], [12], [17], [21] and [23] among many) 
demonstrate the efficiency of these control devices and the potential 
of fluidic pulsed/synthetic technologies to reach affordable mass flow 
and/or energy provided by the aircraft systems. Indeed, pulsed or 
synthetic blowing allows for almost the same specific conditions and 
flow control characteristics and even better maximum lift coefficient 
to be achieved with a limited injected energy. In 2000, Greenblatt 
and Wygnanski [8] published a reference review of flow control by 
periodic excitation. Most of the efficiency parameters for unsteady 
flow control are presented for two-dimensional configurations and the 
results presented in this paper confirm its conclusions.

A very large amount of studies on this topic exist in the literature, both 
from the experimental and numerical points of view. Due to the appro-
priate field of flow control presented in this paper, it is rather difficult 
to present and make reference to the most representative studies per-
formed worldwide. Hence, some authors cited in the references per-
formed rather complete reviews of some of the most representative 
studies. Some of them were performed at an academic level, mostly 
on two dimensional configurations at rather small Reynolds numbers 
(< 106). In these cases (see [8] and [21] for example), accurate 
studies are performed in almost incompressible flows and the fluidic 
response of the flow to an unsteady excitation is significant. At more 
realistic Reynolds numbers (> 106) and Mach number (M = 0.2), 
the control efficiency is generally strongly reduced, but still promi-
sing (See [6], [18] and [24] as examples). Hence, to help aircraft 
manufacturers to apply flow control technologies to their airplanes 
under low speed conditions, Onera has carried out most of its studies 
on this topic at Reynolds numbers higher than 1 million, with Mach 
numbers most of time equal to 0.2.

The objective of flow control applied to the high-lift flap system could 
be either to improve current high-lift system performance, or sim-
plify the high-lift mechanism. First, the most important dimensionless 
parameters used in the flow control community are presented. Then, 
the second section of this paper is dedicated to flow control applied to 
the flap system; the third is aimed at delaying stall using flow control 
near the leading edge.

Definition of dimensionless parameters

In the flow control community, some classical dimensionless va-
riables are used to define the control parameters. Among these, the 
most important ones for this paper are the following:
	 • The velocity ratio (VR) defines the ratio between the jet exit 

velocity and the local flow velocity in the vicinity of the actuator.
	 • The momentum coefficient (C


) defines the fluidic momentum 

injected versus a “global” reference effort on the studied configu-
ration. 

		  - for steady blowing:  		
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For a squared signal: 2 2
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where Upeak is the amplitude of the squared signal, j is the jet density, 
Sj is the blowing orifice area, m t j j j tq S Uρ< > = < >  is the time-

averaged mass flow rate, <Uj>t  is the time-averaged output velo-
city, DC is the duty cycle and Sref  is the reference surface (flap or 
entire wing). Since there is a factor 1/DC in the pulsed blowing defi-
nition, it can be noted that to obtain the same C


 coefficient between 

steady and unsteady blowing, the mean mass flow rate  <qm>t  in 
the unsteady blowing case must be decreased by a factor 

DC , which means a 1 30%DC− ≈  mean mass flow rate re-
duction for DC = 0.5.
F+ is the reduced frequency for unsteady blowing:

.injection teF x
F

V
+

∞

= , where Finjection is the forcing frequency and xte is

the distance between the actuator and the trailing edge.

Flow Control on the Flap

According to McLean et al. [12], flow control applied to the flap sys-
tem is of major interest. Two different strategies can be considered. 
First, keeping the same architecture, the flow control could lead to a 
higher performance or to a limited simplification of mechanisms (re-
duce flap size and/or gap). Some experimental studies were success-
ful [17] in this objective, as well as detailed numerical work [9][10]. A 
more “aggressive” strategy is to strongly modify present architecture. 
Thus, the flap slot suppression leads to a strong separation and thus 
to a significant loss of lift. Applying flow control in the shoulder region 
of the flap could lead to an efficiently controlled flap, as presented by 
Seifert et al. [21].

“Classical” flap architecture

A well-known application of flow control to the flap consists in using 
mechanical vortex generators in its leading edge region, in order to 
delay the separation that may occur in the landing phase. This stra-
tegy, used nowadays on some commercial aircraft, is very attrac-
tive since these actuators, whose height is almost the same as the 
local boundary layer thickness, are hidden under cruising conditions. 
Accurate numerical restitutions of these actuators in a 2.5D confi-
guration on the flap were carried out at Onera during the AWIATOR 
[2], [4] program and successfully compared to experiments. Despite 
this accurate numerical study, it appears that this expensive strategy 
was not feasible for complex three dimensional configurations and in 
a design process. Indeed, the actuators were fully meshed, leading 
to a prohibitive grid size on more realistic configurations and each 
actuator characteristic (location, sizes, orientation, etc.) leads to a 
dedicated grid. An example of this simulation is presented in figure 
2, showing the vortices generated on the upper flap side. Optimal 
parameters where defined for the mechanical vortex generators and 
they were located upstream of the separation. The advected vortices 
increase the mixing between the boundary layer and the outer flow 
and consequently increase the boundary layer momentum, leading to 
a boundary layer that is more resistant to the adverse pressure gra-
dient, thereby delaying the separation close to the flap trailing edge.

Since the design of such mechanism is too expensive to be fully per-
formed in a wind tunnel or flight tests because of the multiplicity of 
physical scales involved (actuator sizes << flap length), dedicated 
methods were developed to numerically perform this optimization at a 
rather low cost, especially concerning the grid generation and size. To 
do so, Bender et al. [1] introduced a very simple source model based 
on the lifting line theory, which is called the BAY model. The effect 
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of the vortex generator is directly introduced into the flow and thus a 
single grid can be used for the entire design process of the actuator. 
This model was successfully used by Jirasek [10] on a high-lift airfoil 
and Brunet et al. [4] on a flat plate and an airfoil under transonic flow 
conditions. 

Figure 2 - Mechanical vortex generators on the flap (See [4])

Figure 3 - Model installed in the F1 test section (a) – Skin grid of the AFV wing 
with cells marked to apply the BAY model (Bender et al. [1]) (b)

This BAY model was introduced into the Onera elsA software [4] and 
used to simulate the same 3D set-up as that tested during the AERO-
MEMS II project [15],[23] in the F1 wind tunnel of Onera. The simu-
lated case, including the refined area to capture the vortex generator 
effects, is presented in figure 3 and more details can be found in [15]. 
As presented, only a very limited region was controlled on the swept 
AFV wing, using these actuators located at x/cflap = 25 %, which were 
counter-rotating vortex generators, their height being roughly equal 
to the boundary layer thickness. The flap angle was increased from 
32.4° at its original setting to 40°, in order to reinforce the flap sepa-
ration to be controlled and thus the flap gap was reduced, because of 
the flap rotation. 

Tests were conducted in the F1 wind tunnel of Onera at a freestream 
Mach number equal to 0.22 and a Reynolds number of  ReC = 6.27 106. 
Among all the tested angles of attack, the one equal to 12° is selec-
ted in this paper to compare simulations with experiments. Hence, 
pressure coefficient distributions, with or without the vanes, are pre-
sented in figure 4 for an equipped pressure chordline located in the 
vicinity of the actuators, as presented in figure 3. It appears that the 
simulation performed with the Spalart-Allmaras turbulence model, 
without control, does not agree well with measurements close to the 
trailing edge of the flap, because of a massive separation that extends 
over a large part of the flap. This modeling error is well known for 
such simulations. On the other hand, both simulations and experi-
ments with vortex generators present a higher suction peak of the 
flap leading edge and a monotone pressure recovery at the trailing 
edge, showing only a limited separation. The beneficial control effect 
is not visible on all other parts of the airfoil, except at the trailing edge 
of the main element. Nevertheless, this rather limited global effect is 
mostly caused by the very limited spanwise extension of the control-
led region. To enhance this effect, it is necessary to apply flow control 
to the entire flap. In the end, as presented in the details in [16], coun-
ter-rotating mechanical vortex generators, which are optimum for 2D 
flows, are not suitable for the 3D flows on a swept wing, since only 
one vane on each pair creates a vortex, the other being aligned with 
local streamlines.

Figure 4 - Pressure distribution, with or without VGs on the flap

As presented above, flap efficiency can be increased using mechani-
cal vortex generators installed near its leading edge, allowing a higher 
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lift or different flap installation characteristics. The drawback to this 
mechanism is its passive, permanent effect, even in flight domains 
like take-off, where it is useless. To solve this problem, adaptable 
and/or on-off vortices can be created using Air-Jet Vortex Genera-
tors (AJVGs). Many parametric studies exist for these AJVGs (For 
example, there is an interesting review on 2D cases by Greenblatt 
and Wygnanski [8] and a wing/body study by Crowther [7]) and they 
allow more or less the same effects as classical mechanical ones to 
be obtained. The same configuration as that previously presented in 
this paper has been studied with such AJVGs, both by experimental 
and numerical means. Conclusions are identical to those obtained for 
the mechanical vanes and the grid difficulties and sizes are also the 
same. Such grid complexity and size problems for numerical studies 
can be partially solved using a source term model, like the BAY model 
presented previously, or by using a chimera approach, as presented 
in the following sections.

Slotless flap installation

One major way to simplify this flap deployment is to completely 
suppress the flap slot, resulting in a “simple” hinged slotless flap, as 
presented in figure 5 (see [13] and [16] for more details). The refe-
rence airfoil is a GARTEUR high-lift configuration [22]. The lift loss 
is significant, as presented in the right side picture of figure 5, obtai-
ned with a numerical study. The objective of the flow control, mostly 
performed numerically, is to retrieve as much lift as possible with a 
control applied to the flap shoulder region, i.e., in the vicinity of the 
separation point (blue part of the picture on the left). Note that some 
tests (not presented and not published) have shown that the classical 
use of vortex generators (mechanical or fluidic) is inefficient to delay 
the separation and retrieve lift on such a configuration.

 
Figure 5 - Simplified slotless hinged flap configuration and resulting effect on 
the lift curve at M = 0.2 and Re = 1.9 106

A numerical optimization has been performed at Onera by Meunier 
[13],[14], to prepare experimental tests carried out in 2009 in the L1 
wind tunnel of Onera Lille [3]. The optimization procedure is aimed 
at defining the optimum flow control parameters of a continuous 
blowing slot (location, mass flow, deflection angle) using a Kriging-
based optimization method (see [13] and [14] for more details). 
The purpose of this optimization was to maximize the lift coefficient, 
which almost corresponds to the minimization of the separation size. 
Simulations were performed with the elsA software, using the chime-
ra approach to simulate the slot and its surrounding flow. Automatic 
grid generation of the slot and its surrounding grid was performed 
to ensure the efficiency of the automatic optimization algorithm. The 
results are presented in the figure 6(a), which shows a Kriging map-
ping of the evaluations. Based on this study, a model was created 
and tested in the L1 wind tunnel of Onera Lille in 2009. Some com-
parisons between simulations and measurements, with and without 
steady blowing through the slot, are presented in figure 6(b). Note 

that the required mass flow to achieve this optimum is very high in 
terms of possible bleed-air drawn from the engine mass flow. Despite 
the fact that the wind tunnel data was uncorrected and the spanwise 
extension region of the control was limited to one third of the model, 
leading to a strong 3D behavior, simulations and experiments agree 
quite well and the control is very efficient, since it enables (according 
to simulations) the classical slotted flap performance to be retrieved 
(see figure 7(a)).

Figure 6 - (a) Sampling evolution and resulting Kriging interpolation for lift 
coefficient (CFD) – (b) Example of CFD / experiments obtained

In the literature (see [9] and [21] among many), many studies have 
shown that pulsed or synthetic blowing could allow a higher efficien-
cy than the continuous one, thus limiting mass flow injection. One of 
the major drawbacks of such unsteady control is that the maximum 
control efficiency is often characterized by the generation of large 
structures, whose sizes are almost equal to half of the flap length. 
Hence, this maximum averaged lift frequently corresponds to a maxi-
mum lift unsteadiness. For 2D configurations, Meunier et al. [13],[14] 
and [16] show that this unsteadiness is of primary importance, but in 
recent 3D studies (Rudnik [18] and Ciobata [5]), the unsteadiness in 
lift levels caused by flow control is much more limited. Hence, though 
this unsteadiness is an important topic that must be taken into ac-
count, it is not obvious whether it could limit control efficiency or not. 
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Using a piezo-electric actuator, pulsed blowing was evaluated during 
the test in the L1 wind tunnel, in order to limit the injected mass 
flow and try to enhance the control efficiency using unsteady flow 
excitation. Despite a local efficiency being evidenced, the too limited 
spanwise extension of the actuated region does not allow an efficient 
control to be obtained and the following results are only based on 
unsteady simulations performed [14],[16] with the elsA software.

Figure 7 - (a) Efficiency of continuous and pulsed blowing on the lift curve – 
(b) Flow control effect on the flow field

A multi-objective optimization was carried out at Onera by Meunier 
[14],[16], for a single angle of attack close to stall, in order to both 
maximize the averaged lift coefficient and minimize lift fluctuations. 
To do so, unsteady RANS simulations were carried out and automa-
tically post-processed during the optimization procedure. Based on a 
Kriging interpolation, two response surfaces were built and a single 
optimum point was selected for these two surrogate models. The 
results are presented in figure 7. In the left side picture presenting the 

lift versus the angle of attack, the great efficiency of the continuous 
blowing can be seen, with a high mass flow allowing more or less the 
performance of the classical configuration to be retrieved. The opti-
mum, multi-objective optimization at a 25° of angle of attack presents 
a lower lift coefficient than steady blowing. The unsteady beneficial 
effect of the pulsed actuator is visible, since some steady blowing 
simulations carried out at the same velocity ratio (VR) or momentum 
coefficient C


 present a lower efficiency. To better understand this 

beneficial effect, let us recall that for the same C

 coefficient, the 

necessary mass flow is lower for the pulsed case than for the conti-
nuous one. Although the mass flow requirement is still too high to be 
installed on a real aircraft configuration, the required levels injected 
are in a correct order of magnitude. The figure 7(b) shows that the 
massive separation on the flap is mostly delayed, but a limited sepa-
ration bubble still exists at the trailing edge.

In conclusion, the loss of efficiency of a slotless hinged flap can be 
entirely retrieved using a continuous blowing slot located in the vici-
nity of the flap shoulder, upstream of the massive separation. Never-
theless, the required mass flow is not realistic for aircraft. The use 
of pulsed blowing allows a reduction of the mass flow requirements 
and its efficiency is higher than steady blowing cases with the same 
mean mass flow injected. Hence, it has been shown that this kind of 
configuration can be envisaged, but the required mass flow to delay 
the separation is still too high and must be reduced. The exact neces-
sary reduction is very difficult to quantify since it depends on the 
aircraft considered (business jets are different from classical civil air-
craft), but it is roughly comprised between factors 2 to 5, compared 
with present studies at realistic Reynolds and Mach numbers. This 
could be considered with new actuators like synthetic jets which only 
require an electrical power. 

Flow control at the leading edge

During the EUROLIFT II project [18], a high-lift slatless configuration 
(based on the AFV wing of Onera) was studied in the Airbus-UK F-
LSWT wind tunnel. To delay the early stall of the simplified configura-
tion, steady blowing at the leading edge through a slot was used. The 
control was efficient, even at realistic Reynolds and Mach numbers, 
but the required mass flow was again too high. It appears again that a 
strong effort must be made in order to drastically reduce the necessa-
ry mass flow for control, keeping efficiency acceptable. To do so, two 
main strategies can be considered. The first is to limit the physical 
complexity of the flow control using a suction peak reduction close to 
the leading edge. This idea was tested at Onera during the European 
AVERT project using a droop nose configuration. The second way is 
to the keep this leading edge unchanged and work on more efficient 
actuations, like pulsed or synthetic jets.

Droop nose configuration

First, the droop nose configuration studied during the European 
AVERT project is considered. The same basic GARTEUR high-lift 
configuration [22] used previously for a slotless flap is considered. 
As presented in figure 8, the slat replacement by a droop nose in-
duces an earlier stall. A model was manufactured and tested in the 
L1 wind tunnel of Onera Lille to evaluate the control efficiency close 
to the shoulder in the blue region of the left side picture of figure 8. 
A first numerical analysis was carried out to optimize flow control 
parameters. 
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As presented in [16], control by mechanical and fluidic vortex ge-
nerators was inefficient on this configuration, both in the numerical 
and experimental studies. Indeed, the generated vortices are convec-
ted away from the airfoil immediately downstream of the shoulder, 
because of the too strong geometry change. Hence, these vortices 
could not act on the separation, which occurs immediately after the 
slat shoulder and it appears that flow control based on blowing slots 
must be considered, to allow an efficient effect on the separation.

    
Figure 8 - Droop nose configuration, its effect on the lift curve (CFD) and 
corresponding model installed in the L1 wind tunnel

Figure 9 - (a) CFD simulations to optimize slot location - (b) Resulting lift 
curve with best continuous flow control parameters

Based on the chimera approach available in the elsA software, simula-
tions were carried out to define the optimum slot location to be tested 
during the tests. Several flow control parameters (C


, slot location, 

injection angle) were studied [16], in order to find the optimum ones. 
Hence, the slot location effect at C


 = 5.1% and inj = 70° is pres-

ented in figure 9(a), the resulting lift coefficient being presented figure 
9(b). The optimum location is immediately upstream of the shoulder, 
or slightly downstream of it. The lift curve obtained with the location 
upstream of the shoulder shows that the original lift performance with 
a slotted slat can be retrieved. Once more, despite this remarkable 
efficiency, the required mass flow is far from being realistic for an 
aircraft and more work must be carried out to reduce it. To do so, 
pulsed jets or synthetic jets must be considered.

Figure 10 - Experimental lift coefficient of a continuous or pulsed slot and PIV 
fields for two different points (M = 0.2 – Re = 2 106)

During wind tunnel tests in the L1 wind tunnel of Onera Lille, a pie-
zo-electric actuator was designed and manufactured by Onera, in 
order to perform pulsed blowing up to 1,000 Hz. Only one third of the 
spanwise extension of the model was controlled and the actuators 
were placed either upstream or downstream of the shoulder, as pre-
dicted by optimum steady simulations. The results on the lift curves 
are presented in figure 10. The reader can immediately see that the 
controlled cases exhibit only a slightly delayed stall, compared to the 
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baseline in black. This rather limited effect, strongly underestimated 
compared to the numerical studies, is probably mostly caused by the 
too limited spanwise controlled extension. Furthermore, the high mo-
mentum values (C


 = 5.1%) for numerical steady blowing could not 

be fully reached with the installed actuator (maximum C

 = 3.5%). 

Nevertheless, several interesting effects can be observed. First of all, 
pulsed blowing allows at least the same beneficial effect as conti-
nuous blowing for F+ = 3.2, or even higher for F+ = 1.1. Indeed, 
several frequency effects were evaluated and a maximum efficiency 
was observed at about F+ = 1, which is fully consistent with the 
literature [8]. This beneficial unsteady effect allows a significant mass 
flow reduction, compared with steady blowing cases. To better eva-
luate this, it would have been necessary to pursue the tests and apply 
flow control to the full span of the model. 

In figure 10(b), several PIV measurements are presented, just before 
and after the stall of the uncontrolled case. Before the stall, no flow 
control effect is clearly observable on the global flow, except a higher 
velocity value close to the wall in the shoulder region. In stalled condi-
tions, a massive separation occurs after the shoulder for the uncon-
trolled case. The control suppresses this separation in the measured 
field showing the control efficiency, but the high velocity region is 
reduced compared to the case before stall. 

In conclusion, for the droop nose configuration, it appears that the 
original performance of the reference slotted slat can be recovered 
using flow control. With a large mass flow rate value, this objective 
can be easily achieved, but a lot of work must still be performed 
with pulsed blowing to achieve the necessary efficiency. Indeed, an 
unsteady beneficial effect has been shown at about F+ = 1, compa-
red to steady blowing. A full spanwise control is necessary, to better 
evaluate the efficiency level.

Cruising slat configuration

Although the previously presented droop nose configuration seems to 
be “receptive” to flow control, it is clearly more interesting to work on 
a slatless leading edge, since this configuration presents no moving 
part and thus corresponds to the most simplified leading edge for 
high-lift configurations. Nevertheless, due to the very high suction 
peak characteristic of such a configuration, it is clearly a “challen-
ging” case. Based on the same GARTEUR high-lift airfoil as the pre-
vious ones [22], a numerical and experimental study was carried out 
on the slatless configuration [3]. The conclusions of this study carried 
out at Onera (not presented in this paper, see [3]) were that once 
more the required mass flow rate is too high to delay separation and 
stall. Furthermore, the spanwise control extension was too limited and 
the slot located too far downstream. In the end, control by continuous 
or pulsed fluidic slot only allows a smoother stall to be obtained. To 
be more efficient, it is necessary to extend the actuation as much as 
possible all along the span and place it upstream of the separation 
point, very close to the leading edge.

Recently, in 2010, a new model with a laminar leading edge was desi-
gned and manufactured by Dassault-Aviation. This model, presented 
in figure 11, was studied in the L1 wind tunnel of Onera Lille and it 
has a reference chord length of 630 mm. The transition trip (bottom 
left picture) was carefully studied with a CADCUT technique, in order 
to properly distinguish control and transition effects. In the end, two 
Kruegers were installed at either side of the model (picture on the 
right), in order to limit corner separations arising from the interac-

tion between wind tunnel walls and the model. These Kruegers were 
simply designed, based on the original airfoil shape, to limit the suc-
tion peak at the leading edge and thus postpone delay separation in 
a much more downstream location. Then, immediately downstream 
of the Kruegers, rather significant mechanical VGs are installed (The 
same ones as presented in a previous study [3]) and thanks to Krue-
gers they are efficient, since they are installed in an attached region. 
This combined wind tunnel set-up flow control methodology helped to 
limit the influence of corner flow separation and it ensured symmetri-
cal flow on this limited span to chord ratio configuration.

Two means of control are presented in this paper. In both cases, the 
control was applied only on  two thirds of the model span width, to 
reduce manufacturing costs for the actuators and also because of the 
limited mass blowing that could be provided. In the end, the spanwise 
blowing region corresponds to the region between Kruregers. First, 
continuous fluidic vortex generators (co-rotating or counter-rotating) 
are placed in the lower side, but very close to the leading edge, in or-
der to allow the vortex convection towards the upper side. This lower 
side placement is defined in order to place them far enough upstream 
of the separation to allow a correct vortex development and increase 
the local velocity ratio. This efficient setting for fluidic VGs was origi-
nally proposed by Scholz et al. [19] and later further studies show that 
generated vortices survive the flow acceleration/deceleration around 
the leading edge (See Scholtz et al. [20] and Wild et al. [24]). The 
second means of control is tangential slots (pitched at 60°) placed 
at the upper side of the model, close to the separation point, i.e., 
x/c = 1%. Three different slot widths were considered (0.25 mm / 
0.37 mm / 0.5 mm) and a piezo-electric actuator allows either steady 
or pulsed blowing (up to 1,000 Hz) to be performed, with a maximum 
mass flow in continuous mode of up to 100 g.s-1 for a one meter 
span. The default duty cycle (DC) for pulsed jets is set to 50%, but 
some tests have been performed at 25% also.

Figure 11 - The slatless model studied (top left), used transition trip (bottom 
left) and set-up in the test section (right)

A preliminary numerical study was carried out with the elsA software, 
to evaluate the control efficiency. These simulations were perfor-
med with the 0.25 mm slot width, in a continuous mode and at the 
maximum blowing mass flow rate. Control efficiency was observed, 
but strong compressibility effects and limitations were pointed out 
also. Hence, as presented in figure 12 (a), the control efficiency to 
delay stall strongly decreases when the freestream Mach number 
increases. One can say that it is linked to the flow control momentum 
coefficient, but a deeper analysis of the numerical solutions shows 
that the origin is linked to compressibility effects, as presented in the 
figure 12(b). Indeed, at high angles of attack and Mach numbers, a 
supersonic region appears with a shock recompression. This super-
sonic region is reinforced by the blowing slot and thus its beneficial 
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effect is compensated by this strong recompression, which leads to 
an earlier separation. Thus, during the tests, two different freestream 
Mach numbers were considered (M = 0.115 and M = 0.175), in 
order to better evaluate the control efficiency and the compressibility 
effects. In the future, special care for the slot design, location and 
mass flow must be taken in account, to limit these compressibility 
constraints.

Figure 12 - CFD simulation - (a) Mach number effect on the control effi-
ciency - (b) Detailed flowfield computed

All results obtained during the L1 tests cannot be presented in this 
paper. Only the most representative part is summarized. Thus, in 
figure 13, the normal force coefficient curves versus the angle of 
attack are presented, for the different tangential slots without pulsing. 
The two tested Mach numbers are shown. A clear beneficial effect 
is evidenced, especially at the lower Mach number. The increase in 
momentum coefficient highly delays the stall, but it can be noted that 
the mass flows presented are again very high, but pulsed blowing 
should strongly reduce them for the same aerodynamic effect. In 
regard to the slot width effect, it is strongly reduced compared to the 
momentum coefficient effect. Nevertheless, it can be seen that for the 
maximum mass flow injected, the efficiency is reduced for wider slots 
corresponding to limited velocity ratios and reduced momentum coef-
ficient. As a conclusion, it is very interesting to reduce the slot width 
to enhance flow control efficiency through the velocity ratio and mo-
mentum coefficient increase. To better analyze the control efficiency, 
it is necessary to compare the maximum normal force coefficients. 
Despite the large spanwise actuated region, three dimensional effects 

were observed during the tests, caused by the low span to chord 
ratio. These complex effects have an influence on the normal force 
coefficient obtained by pressure tap integration. These effects are 
visible in figure 13, where the stall is sometimes difficult to determine. 
To partially solve this problem, the following comparisons are based 
on the minimum value of the wall pressure coefficient at the suction 
peak at the leading edge. This “solution” is not fully satisfactory, but 
it allows clearer conclusions to be obtained.

The changes in the minimum Cp values at the leading edge versus 
the momentum coefficient for the lower side fluidic vortex genera-
tors and upper side tangential blowing cases are presented in figure 
14. On the one hand, fluidic vortex generators have only a limited 
effect and the momentum coefficient increase does not amplify this 
effect. On the other hand, the tangential blowing, continuous or pul-
sed, is clearly efficient and the reduced efficiency with increasing 
Mach number observed in numerical simulations is not retrieved 
here. Indeed, the control delayed stall seems almost proportional to 
the momentum coefficient and independent of the freestream Mach 
number. Strangely, the slot width effect has almost no influence on 
the control efficiency on these curves for pulsed blowing cases, but 
for continuous cases the efficiency decreases with the slot width. 
This could show that the control mechanisms are different between 
the continuous and pulsed cases. It can be noted that the momen-
tum coefficient is the appropriate non-dimensionalized parameter 
to scale the control efficiency. The complete post-process of the 
various tests shows (no curves plotted in this paper) that a pul-
sed blowing, at a dimensionless coefficient F+, equal to about 1, 
allows a higher efficiency compared to continuous blowing cases 
with the same mean mass flow rate. At higher or lower frequen-
cies, the pulsed blowing is “only” as efficient as the continuous 
blowing at the same C


 value. Nevertheless, considering the C 

formula for pulsed blowing presented at the beginning of this paper, 
it leads to a reduced mass flow by a factor of the square root of DC 
between pulsed and continuous blowing cases, whatever the actua-
tor frequency is. Thus, even though the unsteady flow control is not 
always more effective than the continuous one, it could result in a 
significant mass flow reduction, provided that the forcing frequency 
is well chosen.

To summarize the results obtained during this wind tunnel test cam-
paign, figure 15 shows the changes in the maximum normal force 
coefficient gain CNmax with C


, for different freestream velocities, 

slot widths, duty cycles and forcing frequencies (optimal F+ only). 
The results of the fluidic VGs are not plotted in this figure, since 
no maximum normal force coefficient gain is observed, contrary to 
figure 14, where there was a small decrease of the minimum pres-
sure. Figure 15 (left) shows a linear increase in the maximum nor-
mal force with the momentum coefficient. Once again, this figure 
shows that, in this case, the momentum coefficient is the appropriate 
non-dimensionalized parameter to compare test cases with different 
freestream velocities, slot widths and duty cycles, but also to com-
pare continuous and pulsed blowing, since all of the results fit rather 
well on a linear curve. For information, if a different definition of Cμ 
had been used (Eq. (2) without the factor 1/DC), as is often found in 
the literature with pulsed blowing, the case with DC = 0.25 (orange 
triangle) would not have been on the linear curve. Figure 15 (right) 
shows the effect of F+ on CNmax. The lower the tested frequency is, 
the higher CNmax is. The optimal reduced frequency among all those 
tested seems to be around F+ = 0.7.
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Figure 13 - Continuous control efficiency on the lift curves at M = 0.115 and M = 0.175

Figure 14 – Pulsed and continuous blowing effect on -Cpmin at M = 0.115 and M = 0.175
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In the end, despite compressibility limitations on this configuration, a 
clear beneficial effect has been evidenced. Fluidic vortex generators 
placed on the lower side have a positive, but limited effect. Tangential 
blowing at the upper side seems to be more efficient and some addi-
tional beneficial effects were observed at a pulsed frequency of about 
F+ = 1. Nevertheless, required mass flow is still too high to be consi-
dered on a realistic aircraft and a strong optimization of the slot width, 
shape, location and frequency must still be performed to enhance 
its efficiency, directly leading to a mass flow reduction. Additional 
pulsed or synthetic effects must be sought carefully, in order to limit 
the mass flow injected.

Conclusions and perspectives

The beneficial use of flow control technologies for high-lift confi-
gurations has been shown through various studies performed at 
Onera. For classical slotted slat and flap configurations, the use of 
mechanical or fluidic vortex generators at the flap leading edge is 
very efficient to delay the separation that may occur in a landing 
phase on its upper side. This simple means of control, already used 
under flight conditions, may be used to enhance the high-lift perfor-
mance or simplify its mechanisms, such as a reduction of the flap 
size and gap. For more “aggressive” designs, the slot suppression 

is very interesting from the point of view of aircraft manufacturers. 
Nevertheless, this solution is much more complex to control and 
classical vortex generators seem to be inefficient to delay separa-
tion and stall for such configurations. Thus, tangential blowing is a 
promising approach and demonstrations performed at Onera, both 
numerically and experimentally, have shown that the original slotted 
configuration performance can be entirely recovered. Unfortunately, 
the most efficient cases are based on continuous blowing and the 
required mass flow is too high to be realistically considered. Thus, 
pulsed blowing has shown an additional efficiency at some frequen-
cy “exciting” the unsteadiness of the flow at a reduced required 
mass flow, but it is still a little too high. Thus, a lot of work must 
still be performed to upgrade actuator efficiency or use “advanced” 
actuators like synthetic jets, which do not use air blowing. Another 
interesting way to be considered, is to define new airfoil geometries 
more “receptive” to flow control, i.e., taking into account the flow 
control directly in their design phase.

The following table summarizes the conclusions obtained in our stu-
dies, which could be slightly different from those of the very broad 
literature. Note that only conclusions obtained here at "realistic" Mach 
(almost 0.2) and Reynolds numbers (almost 2 million) are conside-
red. Many additional parameter studies carried out outside of Onera 
may lead to different conclusions. 

Figure 15 – Changes in  CNmax with C for different freestream velocities, slot widths, duty cycles and forcing frequencies
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Pulsed blowing slot M = 0.115 - F+ = 4.7 - slot 0.25 mm
Pulsed blowing slot M = 0.175 - F+ = 0.7 - slot 0.25 mm
Pulsed blowing slot M = 0.175 - F+ = 3.1 - slot 0.25 mm
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Several studies are still in progress at Onera on this topic. The first 
main objective is to develop efficient and new actuators to show flight 
feasibility. Secondly, more realistic configurations, including swept 

Mechanical of fluidic VGs Continuous blowing slot Pulsed blowing slot

Classical Flap Efficient Not tested yet at Onera Not tested yet at Onera

Slotless Flap Not efficient
Efficient but significant 

mass flow necessary
Efficient

Droop Nose Leading Edge Not efficient
Efficient but significant 

mass flow necessary
Efficient

Slatless Leading Edge
Some limited efficiency 

at the lower side

Efficient but significant 

mass flow necessary
Efficient

wing, winglet and engine, will be studied to validate the efficiency 
and to control local separation also, which may cause earlier stall 
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Flow Control: the Renewal of Aerodynamics?

NARX Modeling and Extremum-Seeking 
Control of a Separation
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A numerical study concerning a SISO active closed-loop separation control on a 
rounded step is presented. A first study of the synthetic jet frequency effect on the 

separation shows that the mean separation bubble surface is minimized if the mean 
pressure of a single wall pressure sensor is maximized. With the aim of designing 
a closed-loop strategy for the control of the recirculation bubble, a NARX black-box 
model of the pressure signal is identified using a single unsteady RANS simulation. 
The basic extremum-seeking algorithm is improved with an adaptive gain, to guarantee 
algorithm performance and this modification is validated against the nonlinear black-
box model of the forced flow. Then, the robust adaptive closed-loop is applied in real-
time with an unsteady RANS simulation. Closed-loop results show the ability of the 
extremum-seeking control with adaptive gain to automatically control the separation, 
by minimizing the recirculation bubble surface using an unsteady RANS simulation.

Introduction

Separated flows occur in a variety of engineering applications 
and generally have a negative impact on performance. Recently, 
numerous attempts have been made to control turbulent separated 
flows, in order to improve aerodynamic performance. Even though 
open-loop control has been successful in suppressing separation, it 
often results in large requested mass flow rate values, which are not 
realistic for practical use on a real aircraft. More advanced closed-
loop active flow control techniques are seen as a promising way to 
reduce the control cost, using a real-time adaptation of flow per-
turbations. The closed-loop control is generally performed on the 
mass flow rate for continuous or pulsed blowing and, in the case of 
separation control by synthetic jets, on the voltage amplitude. The 
relation between the aerodynamic gain and the mass flow rate or 
the voltage amplitude is generally monotonic, with some saturation 
(see for example [29]). 

On the contrary, the relation between the aerodynamic gain and the 
forcing frequency sometimes exhibits an optimum frequency (see 
[30]), which allows the required energy input in the system to be 
reduced. The application of active flow control in a practical case 
requires a self-sustaining, autonomous control system to adapt the 
forcing frequency to the freestream velocity, for example.

When the actuator-sensor relationship is linear, the actuation and 
sensor signals can be linked by a transfer function and all of the 
linear controller theory of the automatics domain can be used, for 

instance: robust control, predictive control and adaptive control. 
On the contrary, when the actuator-sensor relationship is characte-
rized by a steady-state map with an extremum, model-independent 
controllers based on gradient methods can be used. The extremum-
seeking algorithm is especially well suited in this case. It is a non-
model-based method for the control of non-linear plants, characte-
rized by an output extremum in the steady state (Ariyur & Krstic [2] 
and Krstic & Wang [21]). This control technique has been used in 
different studies: Banaszuk et al. [3] and King et al. [20] used it to 
recover the pressure in a separated diffuser flow. Extremum-seeking 
and its variant, slope-seeking, were experimentally tested by Becker 
et al. [5-6] for separation control on a NACA 4412 flap. Pastoor et 
al. [26] applied it to control the separation behind a D-shaped body 
and Beaudoin et al. [4] to control the bluff-body drag. In order to 
improve the seeking algorithm, Henning et al. [18] added some slope 
estimators.

This short review shows the efficiency of the extremum-seeking stra-
tegy to control separation and underlines the fact that this strategy 
was only applied in experiments. A feature brought by our study is the 
fact that it is entirely numerical. It adds the challenge that the closed-
loop convergence time must be lower than few seconds, in order to 
be compatible with actual computer capacities. Due to this compu-
tational cost, unsteady RANS (URANS) simulations are preferred to 
large-eddy simulations. 

This study is devoted to the closed-loop control of a rounded step 
separation by synthetic jet, where the only real-time optimized 
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parameter is the frequency. The pressure of a single wall sensor in 
the separated zone is the output of the closed-loop. Since the steady-
state map in the frequency domain exhibits an optimum frequency, 
the extremum-seeking algorithm is used with some improvements to 
increase convergence rate.

First, in order to tune the extremum-seeking parameters and validate 
the closed-loop strategy before applying it in a URANS computation, 
a reduced-order model is required to be able to quickly test the 
effect of all parameters. In order to have a model offering a good 
compromise between simplicity, cost and accuracy, a Nonlinear 
Auto-Regressive with eXogenous input (NARX model) has been 
selected. 

This paper is divided into three main parts. In the first part, the 
NARX model is presented. In the second one, the model is iden-
tified and validated. Unsteady Reynolds-Averaged Navier-Stokes 
(URANS) computations are performed to obtain the unsteady flow 
response to the synthetic jet actuation. The location of the pres-
sure sensor is justified and the relationship between the pressure 
information and the separation bubble geometry is evidenced. In 
a second step, the structure of the NARX model is chosen. A 
rigorous methodology is then developed to justify the choice of 
each of these model parameters and both the dynamic and the 
steady state responses of the model are assessed. The proposed 
methodology is inspired by the one developed by Box and Jen-
kins [7] for linear ARMAX models. The choice of the polynomial 
power, which introduces the nonlinearity, is specific to this study. 
In the third part, the extremum-seeking algorithm is presented, as 
well as its improvements: the adaptive gain and the use of Bessel 
filters. Then, the closed-loop is applied to the NARX model to 
check the convergence time before being applied in an URANS 
simulation.

Black-box modeling

Due to the nature of the governing equation, a nonlinear model is 
studied. Nevertheless, its accuracy will be compared to a linear mo-
del for each application, to justify the gain brought by the nonlinear 
modeling. The idea is not to capture the flow physics, but rather only 
to represent the pressure output as a function of the forcing signal. 
This is the reason why a black-box model is used. The NARMAX 
model [9] is a class of model that links inputs u and outputs y with 
nonlinear relationships. Its general formulation is written in equation 
(1), where G denotes a nonlinear function, k is the discrete time, nu 
and ny are the number of past inputs and past outputs, respectively, 
and  and  stand for possible noise and residual error. 

( ) ( ( 1),..., ( ), ( 1),...,

, ( ), ( 1),..., ( )) ( )
y

u y k

y k G y k y k n u k
u k n k k n xε ε ξ

= − − −

− − − + 	 (1)

The nonlinear function G can be a polynomial, a neural network, a 
wavelet network, or any other nonlinear function.

In this study a polynomial NARX (a NARMAX with the noise terms 
excluded, see Section "Model identification and validation" below 
for the justification) is computed. The advantage of the polynomial 
NARX model is that the model is linear with respect to the coefficients 
of the model . The specific model structure used is described in 
equation (2).
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where the ij are the coefficients of the model, p is the polynomial 
power and lagu is the delay between the output and the input, to take 
into account, for example, the convection time of the vortices between 
the actuator location and the sensor. The cross-terms u(k-i)y(k-j), 
as well as the terms of order over 2 on the input u or the output y, are 
not taken into account in the model, in order to keep a reasonable total 
number of terms and avoid the problems of overfitting. Moreover, it 
must be noticed that the constant term 0 is particularly important, 
since it has been observed that it enables the mean output to be dif-
ferent from zero. Therefore, it allows the model to reproduce the static 
map <P> = f(F+), where <P> is the time-averaged wall pressure, 
F+ is the reduced frequency defined by F+ = f LUC / U


 and LUC is 

the separation length of the uncontrolled case.

The total number of regressors is:

 1 ( ) ( 1) / 2 ( 1) / 2u y y y u un p n n n n n nθ = + + + − + − 	 (3)

and corresponds to the number of coefficients  to be determined 
(see Section "Model identification and validation").

The identification phase consists in computing the NARX regressors 
. For this purpose, an identification signal u must be defined to ex-
plore the system response to an actuation. In this study, a periodic 
forcing is considered. In order to model the flow response, the iden-
tification signal must randomly explore the entire frequency range of 
interest. Then, the resulting model is not expected to be valid out of 
this frequency range.

Let YM be the URANS identification simulation pressure output vector, 
 be the regressor vector, M be the NARX relation matrix between YM 
and  so that M= YM, with the property that:

( ( ), ( 1),..., ( ))T
M kY y k y k y k n= − − 	 (4)

and

0 1( , ,..., )T
nθ

θ θ θΘ = 	 (5)

where nk is the number of samples, which must be larger than the 
number of regressors n


.

Since the number of measurements is larger than the number of 
regressors, the problem is overdetermined. The standard approach 
to solve an overdetermined system of linear equations given as 
M = YM is known as linear least squares and seeks to minimize the 
residual  2

MM YΘ− , where .  is the Euclidean norm. 

The matrix M is generally ill-conditioned. The Tikhonov regulariza-
tion [32] is the most commonly used regularization method for ill-
posed problems. In order to give preference to a particular solution 
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with desirable properties, the regularization term is included in this 
minimization: 2 2

MM YΘ− + ΓΘ  for some suitably chosen Tikho-
nov matrix . In many cases, this matrix is chosen as the identity 
matrix  = I, giving preference to solutions with the smallest norm. 
In other cases, high-pass operators (e.g., a difference operator or a 
weighted Fourier operator) may be used to enforce smoothness, if 
the underlying vector is believed to be mostly continuous. This regu-
larization improves the conditioning of the problem, thus enabling 
the existence of a numerical solution. An explicit solution, denoted 
by Θ̂ , is given by:

1ˆ ( )T T T
MM M M Y−Θ = + Γ Γ 	 (6)

The effect of regularization may be varied via the scale of matrix  
(e.g.   = I). For  = 0, this is reduced to the non-regularized least 
squares solution, provided that (MT M)-1 exists.

Separation control by a synthetic jet slot over 
a rounded ramp

Configuration

The geometry of the configuration is displayed in figure 1. The ramp 
height h is equal to 20 mm and the maximum slope is equal to 35°. 
The shape of the rounded backward-facing step is given by equation:

1 sin
2

y a x a x
h h h

π π
π
  = −  

  

where 20;x
h a

 ∈   
 and  = 0.703.

The shape is the same as the one defined in Dandois et al. [11]. The 
Mach number M


 is set equal to 0.31 and the free-stream velocity U∞ 

is equal to 104.0 m.s-1.

Figure 1- Flow configuration with the synthetic jet cavity and grid

The boundary layer thickness at x/h = -1 and its momentum thic-
kness are equal to 0.5h and 0.05h, respectively. The Reynolds num-
ber Re


 based on the momentum thickness is equal to 1,460. The 

Reynolds number Reh, based on the ramp height and freestream 
velocity, is equal to 29,200. The synthetic jet orifice consists in a 
two-dimensional slot. Its windward edge is located close to the mean 
separation point of the uncontrolled flow, following the methodology 
proposed by Neumann and Wengle [23].

The coordinate system is the following: x is oriented in the stream-
wise direction, y is vertical and z is in the spanwise direction. The 
origin is located at the beginning of the ramp.

Actuator

The actuator is composed of a slot cavity and described by four 
parameters: slot width d, slot height Hs, cavity width Wc and cavi-
ty height Hc. The actuator dimensions used in these computations 
are d = 0.55 mm, Hs = d, Wc = 2d and Hc = d/2 (figure 2). 

Figure 2 - Actuator geometry

The reduced frequency work range is chosen within the interval 
F+  [0.1;10]. Quantitatively, F+ = 1 corresponds to f = 911 Hz.

Actuator dimensions have been calculated with respect to classical 
synthetic jet designing criteria: the synthetic jet formation criterion 
and a minimal value of the Stokes number (Holman et al. [19] and 
Schuster et al. [28]). The resonance frequency definition of Gallas 
et al. [13,14] has been used to set up cavity design, with a reso-
nance frequency chosen at F+

resonance ≈ 59, which is far enough from 
F+

max = 10 to avoid resonance effects at high frequency. The synthe-
tic jet forcing amplitude is characterized by its momentum coefficient, 
which is defined by:

2

2
j RMS

UC

dV
C

L Uµ

ρ
ρ∞ ∞

= 	 (7)

where j is the synthetic jet density, VRMS is the root-mean-square 
value of the synthetic jet velocity at the orifice exit and ∞ is the 
freestream density.

Numerical method

The geometry, the grid and the numerical method are the same as 
those used in [15] to compare the URANS and LES techniques. 

The FLU3M code is a finite volume solver for the compressible Navier 
Stokes equations. The turbulence model used for URANS simulations 
is the Spalart-Allmaras one [31] with the rotation correction of Daclès-
Mariani et al. [10]. The time integration is carried out by means of the 
second-order-accurate backward scheme of Gear [16]. The time step 
is equal to 5.10-7 s.

The spatial scheme is the one proposed by Mary and Sagaut [22] 
which is second-order-accurate. The accuracy of the solver has been 
assessed in various applications at Onera [11, 12, 25, 27, 33].

The streamwise length of the computation domain is 24h (7.5h 
upstream of the separation point and 12h downstream from the 
reattachment point of the uncontrolled case), its height is 10h in the 
inflow plane. The grid is composed of 66,265 cells distributed as 
515×127 for the ramp, 10×38 for the slot and 20×24 for the cavity. 

Actuator

y/h
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Grid spacings in the streamwise and in the wall-normal directions are 
x+ = 50 and Δz+

min = 0.5, respectively. A view of the URANS grid 
in the x-z plane is displayed in figure 1.

Each controlled case is initialized with the same field. A transient time 
equivalent to 4.5 flow-through times was necessary to reach the per-
manent regime. Then, 11 flow-through times were found sufficient to 
obtain converged statistics. 

To simulate the diaphragm displacement, a blowing/suction condi-
tion with a top-hat spatial distribution and sinusoidal temporal varia-
tion is implemented on the entire cavity bottom surface (figure 2): 
V(x,t)=Vact. cos(2ft). Previous studies have shown that the com-
putation of the whole actuator cavity was mandatory for an accurate 
description of the synthetic jet effect on the separation.

Open-loop results

This section outlines some open-loop results regarding the forcing 
frequency effect, useful to determine a closed-loop strategy. It has 
two purposes. The first objective of this open-loop study is to find a 
criterion to quantify the control effect on the separation. The second 
one is to justify the use of a local measurement (which will be the 
model single output) by correlating it with the previous criterion.

Uncontrolled flow

The mean separation bubble contour results from the calculation at 
each abscissa of the integral of the mass flux in the wall normal di-
rection. The zero-mass-flux line gives the separation bubble contour 
from which the bubble surface is deduced. This line and streamlines 
for the uncontrolled flow case are given in figure 3. From the skin 
friction distribution (not shown), it is found that the separation point 
is located at x/h = 0.53 and the reattachment point at x/h = 6.26, so 
the separation length is LUC/h = 5.73.

Figure 3 - Uncontrolled flow: streamwise non-dimensional velocity with 
streamlines and zero mass-flux line (dash-dot line)

Open-loop controlled cases

URANS computation series were performed in order to study the for-
cing frequency effect with Vact = 39.9 m.s-1. This velocity corres-
ponds to a theoretical momentum coefficient C equal to 0.28 %. 

As a reminder, the reduced frequency is defined by F+ = f.Luc/U∞. 
The Strouhal number used in this paper is based on the ramp height: 
St = f.h/U∞.

The reduced frequency work range is chosen within the interval 
F+  [0.1; 10], in which 23 computations have been carried out. 
The set of reduced frequency forcing cases is: F+ = {0.1; 0.3; 0.4; 

0.5; 0.7; 0.9; 0.95; 1.0; 1.05; 1.055; 1.06; 1.065; 1.07; 1.075; 
1.1; 1.2; 1.5; 2.0; 2.5; 3.0; 4.0; 6.0; 10.0}.

Forcing results on the mean bubble surface reduction

This study is based on URANS computations to make its compu-
tational cost acceptable. It is subject to classical RANS limitations; 
in particular, the results are not free from model sensitivity (see in 
particular the turbulence model study on this geometry in [15]). Ne-
vertheless, we only need frequency sensitivity results to validate our 
closed-loop strategy. A previous LES study of synthetic jet frequency 
and amplitude effects in open-loop brings more physical meaning to 
the assessment of different control criteria (see Pamart et al. [24]).

For some frequencies, the forcing by the synthetic jet significantly 
modifies the entire flow. Consequently, some flow parameters are 
modified, such as pressure and viscous drag, mean separation and 
reattachment locations, mean recirculation bubble shape, turbulence 
level, etc. The mean recirculation bubble surface S, non-dimensio-
nalized by the baseline separation bubble surface S0, is plotted as 
a function of the forcing frequency in figure 4. The separation sur-
face decreases with the reduced frequency for 0.1 ≤ F+ ≤ 0.7. The 
separation bubble surface is a minimum for F+ around 0.7. For this 
reduced frequency, the bubble surface is reduced by 70 %. Then, 
for 0.7 ≤ F+ ≤ 2, the separation surface increases with the reduced 
frequency. For, F+ ≥ 2, there is no longer any effect of the control on 
the separation surface, since S/S0 remains nearly equal to 1.

Figure 4 - Forcing frequency effect on the nondimensionalized mean separa-
tion bubble surface

Criterion and input choice for the closed-loop

In order to reduce the recirculation bubble surface, the closed-loop 
algorithm needs a measure of this criterion. The measurement of the 
bubble surface is not practically feasible, but the idea is to corre-
late this bubble surface with a wall pressure sensor. By comparing 
figures 4 and 5, one can observe that, in this case, a decrease of the 
separation bubble surface is concomitant with an increase of the wall 
pressure in the separated zone. Thus, the objective of the closed-loop 
could be to maximize the wall pressure at a given location.

The time-averaged wall pressure from the 23 URANS computations 
is plotted in figure 5, as a function of the forcing frequency and the x-
coordinate. The mean pressure maximum corresponding to the opti-
mal reduced frequency is extracted from this figure and the evolution 
of this optimal frequency is plotted in figure 6, as function of the x-
coordinate. For 2.3 ≤ x/h ≤ 3.8, the maximum mean pressure is obtai-
ned for a reduced frequency equal to 0.7, which exactly corresponds 
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to the reduced frequency for which the recirculation bubble surface is 
minimum in figure 4. 

Figure 5 - Mean wall pressure as function of forcing frequency 
and x-coordinate

	 
Figure 6 - Sensor position effect on the reduced frequency corresponding 
to the mean pressure maximum

Figure 7 - Wall pressure distribution of the baseline (uncontrolled), showing 
the pressure sensor location (red dot)

Finally, the wall pressure sensor is chosen at x/h = 2.71, near the 
middle of the separated zone (figure 7). For example, the control ob-
jective could be to maximize the pressure at this location. A closed-
loop algorithm, such as the extremum-seeking algorithm, is espe-
cially well suited for this purpose.

In the following, the objective will be to identify a model that links the 
actuator output velocity with the wall pressure sensor at x/h = 2.71.

Model identification

Identification signal

Due to the computational cost of URANS simulations, we cannot afford 
to collect a time signal of several seconds with a time step of 5.10-7 s. 
However, it is useful to consider that for F+ ≥ 3, the forcing effect on 
the flow is negligible (see figure 4 again). A NARX black-box model is 
then identified on a reduced frequency range F+  [0.1; 3], which is 
divided in 30 steps. Moreover, a good representation of the process 
steady-state map is made accessible if the signal is compounded of 
some command plateaus, which allow the flow to converge towards a 
steady state. With these two ingredients, the signal shape consists in 
a series of sinusoids of equal length. Each frequency is different and 
randomly distributed over the frequency range. 

The duration of every command step is set equal to 29.4 ms (rou-
ghly twice the transient time), which results in a total signal dura-
tion of 0.9 s. In order to smooth the discontinuities generated by the 
steps, the signal is filtered by a first order transfer function, with a 
time constant equal to 0.35 ms. The reduced frequencies F+ used for 
the identification are given in figure 8. The sinusoidal signal with the 
frequencies of figure 8 is then imposed as a boundary condition on 
the cavity bottom wall. The momentum coefficient C


 is constant and 

equal to 0.28 %. The signal sampling is chosen such that the highest 
frequency is discretized by at least 12 samples. Consequently, the 
time step used for the NARX model is 2.5 10-5 s.

Figure 8 - Input sequence of reduced frequency for the NARX identification

Model identification and validation

A URANS simulation enables us to obtain the response of the consi-
dered pressure sensor to the identification signal. The model time 
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step being already fixed, the NARX parameters to set are the number 
of past elements for each NARX term (ny, nu), the polynomial power 
p and the lag lagu. The lag lagu and the number of past inputs nu are 
found using the intercorrelation between the forcing u and the pres-
sure y (figure 9). It can be seen that the intercorrelation is maximum 
for lag = 46. In this figure, the lag values for which the intercorre-
lation is higher than a predefined user threshold (0.02) are picked 
up (red part of the curve with dots), since it means that these output 
terms are correlated with the input. lagu is the first abscissa for which 
the intercorrelation is larger than the threshold (lagu = 2). nu is the 
difference between the abscissa above which the intercorrelation falls 
definitely below the threshold level (here lag = 113) and lagu. Thus, 
in order to take into account the most correlated terms in the model, 
lagu is chosen equal to 2 and nu = 111.

Figure 9 - Intercorrelation between the pressure y and the forcing u, for dif-
ferent lag values of u

Figure 10 - Autocorrelation function (in red, square symbols) and partial auto-
correlation function (in blue, triangle symbols) of the output y

Concerning the value of ny, the partial autocorrelation function on the 
output y is computed (figure 10) as recommended by Box & Jen-
kins [7], to find the order m of an Auto-Regressive Model AR(m). 
The partial autocorrelation of an AR(m) process becomes zero at lag 

m + 1 and greater, so the partial autocorrelation function is examined 
to see if there is evidence of a departure from zero. This is usually 
determined by placing a 95 % confidence interval on the sample 
partial autocorrelation plot (black dashed line). Figure 10 shows that 
the autocorrelation function (ACF) decreases gradually, whereas the 
partial autocorrelation function (PACF) is close to zero for ny > 3, 
which means that an AR(2) model should be used. Consequently, ny 
is chosen equal to 3. 

The autocorrelation function of a MA(q) process becomes zero at lag 
q + 1 and greater. Since the ACF tails off gradually and does not cut 
off after ny lags, a Moving Average MA(q) model should not be consi-
dered here (see Box & Jenkins [7]); thus, a NARX structure (without 
noise ) is chosen, which justifies the fact that the noise terms were 
excluded in equation (2).

A parametric study of the effect of the model power p is then perfor-
med for a fixed value of the Tikhonov regularization coefficient  = 2. 
This value of the regularization coefficient is chosen following the 
L-curve rule (see figure 11 and Hansen [17]): the optimum value of 
 is obtained when the L-curve is the closest to the axis origin.

Figure 11 - L-curve of the chosen NARX model

The range of the p parameter studied is p  [3; 7] (figure 12). The 
model power p is chosen to minimize the Akaike Information Criterion 
(AIC) (see [1]) and its modified definition (AICc), which increases 
the weight of the number of regressors n


 when it becomes large 

which is the case here. They are defined by:
2ln( ) 2

2 ( 1)
1

AIC L n
n nAICc AIC
n n

θ

θ θ

θ

= − +
+

= +
− −

	 (8)

where L is the likelihood function of the model, n

 is the total number 

of regressors and n is the number of samples. If the error between 
the model output ym and the learning data y is assumed to be zero-
mean Gaussian (it has been checked that it is true here), the previous 
expression of the AIC criterion becomes (see [8]):

ln( / ) 2AIC n RSS n nθ= + 	 (9)

where RSS is the residual sum of squares:
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This criterion is the sum of two terms: the first one depends on the er-
ror between the model and the true measurement and the second one 
includes a penalty, which increases with the number of regressors in 
the model. This prevents overfitting. The objective is to minimize one 
of these two criteria.

Figure 12 shows that the AIC of the model is minimized for p = 6 and 
that the AICc is minimized for p = 5. Since AICc has a larger penalty 
on the number of regressors, we choose p = 5.

Figure 12 - AIC & AICc criteria as a function of the NARX model power p.

To assess the performance of the NARX model, a fit coefficient (which 
must be maximized) is defined by equation (10). In this coefficient, 
the mean squared prediction error (MSPE) between the identification 
signal y and the NARX model ym is computed
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	 (10)

where y  is the mean value of y.

It must be noted that nothing prevents this fit coefficient from being 
negative.

For the previous set of NARX parameters (lagu = 2, ny = 3, nu = 111 
and p = 5), a very good fit equal to 84 % is obtained. In compari-
son, a fit of only 42.7 % is obtained with a linear ARX model with 
lagu = 18, ny = 3, nu = 111, p = 1 and no cross terms giving a total 
of 115 regressors.

The representations of the response signal computed by the URANS 
simulation and the signal given by the NARX model for the same iden-
tification input command are given in figure 13. This figure shows the 
ability of the model to represent the temporal pressure evolution of the 
flow perturbed by the series of forcing frequencies shown in figure 8.

In addition, the black-box model is validated by comparing the model 
output with CFD results for different forcing frequencies. For each 
frequency, the measured pressure signal from the URANS simula-
tions is compared with the output of the NARX model for the same 
input command. Some comparisons are displayed in figure 14. Figure 
15 shows the relative error between the model and the CFD results:

( ) ( )(%)( ) 100
( )

my i y ierror i
y i
−

= ×

On the frequency interval covered by the identification command 
F+  [0.1; 3], the NARX model is in good agreement with the flow 
computed by URANS simulations. The fit coefficient varies between 
48.6 % for the lowest frequency and 93.9 % for the highest. The 
error between the NARX model and the URANS decreases when 
the reduced frequency increases and is always lower than 2 % for 
F+ > 0.1. Outside of this frequency interval (figure 16), the NARX 
model quickly diverges. 

Another important point is to validate the steady state behavior of 
the NARX model, that is to say, to check whether the mean pressure 
given by the model is the same as that computed by time-averaging 
the URANS simulation. The evolution of the time-averaged pressure 
<P> with respect to the forcing frequency is given in figure 16. On 
the reduced forcing frequency interval F+  [0.1; 3], mean pres-
sures are in good agreement. Nevertheless, for F+ > 3, the NARX 
steady pressure estimations quickly diverge from those of the URANS 
simulation. 

Figure 13 - Comparison of the output of the NARX model (in blue) with the URANS simulation (in red) on the identification signal 
(left: complete signal, right: zoom for 0.1<t<0.2)
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Figure 14 - NARX model validation with open-loop results 
for different reduced frequencies

 

Figure 15 - Relative error between the NARX model and CFD results 
for different reduced frequencies
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As expected, the model can be used for representing the steady pressure 
frequency response, but only on the frequency bandwidth of the identifi-
cation signal.

Figure 16 - Comparison of the evolutions of the time-averaged pressure with 
respect to the forcing frequency between the NARX model (in blue) and the 
CFD (in red).

Finally, this NARX model is able to accurately represent the steady 
component as well as the unsteady component of the pressure for 
F+  [0.1; 3] at the sensor location. The black-box model has its 
steady maximum at the same frequency as that given by URANS 
simulations. The NARX reduced-order model can then be used to 
design a closed-loop algorithm.

Closed-loop control by extremum seeking

Description of the extremum seeking algorithm

The extremum-seeking algorithm is a robust adaptive closed-loop algo-
rithm without an internal model. It is appropriate for the control of non-
linear plants characterized by an output extremum in the steady state. 
Let a block with a command input u and an output y be a representation 
of the nonlinear system, with the static input-output-map y=G(u). A 
typical SISO extremum-seeking structure is given in figure 17.

Figure 17 - Block diagram of the basic extremum-seeking feedback algorithm

The extremum-seeking control is based on a gradient online optimi-
zation. The aim is to adjust the control input u, in such a way that the 
maximal steady-state system output y* is achieved without knowing 
the steady-state input-output map y=G(u) and especially its extre-
mum y* = max(G(u)) = G(u*). The idea is to add a periodic pertur-
bation to the command input u, in order to compute the static input-

output slope and then modify the command u toward the optimal 
command u*.

The perturbation addition is displayed in figure 18, as Step I. Typi-
cally, this perturbation is a sine signal p.sin(p.t) where p and p 
denote the perturbation amplitude and pulsation, respectively. The 
perturbation period must be larger than the largest time constant of 
the dynamic plant, in order to obtain an approximate sinusoidal out-
put y. If the static input-output slope is positive, then the sinusoidal 
output and the perturbation are in phase and vice versa (figure 18 
Step II). The slope sign is obtained by filtering the system output 
with a high-pass filter (figure 17: High Pass box) and by demodu-
lating this filtered signal with the perturbation (box with a cross in 
figure 17). The high-pass filter (Step III in figure 18) removes the 
mean value and keeps the unsteady component. The demodulation 
consists in doing the product of the latter with the perturbation si-
gnal. Indeed, the product of two signals in phase gives a signal with 
a positive mean and vice versa (Step IV in figure 18). This demodu-
lation leads to a non-zero mean signal, as long as the maximum is 
not obtained. This output is passed through a low-pass filter (Low 
Pass box in figure 17), which gives a moving average value of the 
slope. The slope sign signal is multiplied by a gain K and integrated 
(K/s box in figure 17). As a result, the command u is shifted toward 
the optimal command u*, which is displayed in figure 18 as Step V. 
For more details on the algorithm and in particular a demonstration 
of the algorithm stability, the reader should consult Ariyur and Krstić 
[2] and Krstić and Wang [21].

Figure 18 - Extremum-seeking algorithm in 5 steps

Since the extremum-seeking algorithm is based on the slope value 
estimation using a demodulation step, it is important to use high-pass 
and low-pass filters with ideal specifications. That is to say, a filter 
with the shortest possible time response and with a linear phase-shift. 
The last specification allows a minimum phase distortion, so that dif-
ferent frequencies in the band-pass have the same time delay and the 
shape of a signal remains unmodified by the filter.

This is the reason why the basic extremum-seeking feedback was 
improved by using Bessel filters. Bessel filters, also known as 
Thompson filters, are characterized by an almost constant group 
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delay across the entire pass-band, thus preserving the wave shape of 
filtered signals in the pass-band. The “Bessel” approximation aims to 
develop a normalized low-pass filter, with a maximal constant group 
delay at the origin. A Bessel low-pass filter is characterized by its 
transfer function:

0

(0)( )
( / )

n

n

H s
s
θ

θ ω
=

where n(s) are reverse Bessel polynomials and 0 is a frequency 
chosen to give the desired cut-off frequency. The filter has a low-
frequency group delay equal to 1/0.

The reverse Bessel polynomials are given by:
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Extremum seeking tuning

First, the NARX previously identified in the first part of the paper in the 
case of flow separation over a ramp is used, with the aim of tuning 
the parameters of the extremum-seeking algorithm (pulsation p and 
amplitude p of the perturbation, filter cut-off frequencies, loop gain 
K, etc.) and validating the closed-loop strategy. This NARX black-box 
model imitates the flow response to a periodic blowing and suction 
signal. Since the command input given by the extremum-seeking 
regulator is a frequency, an actuator signal converter is attached to 
the NARX model for converting the input command to an oscillatory 
signal. In order to ensure the signal continuity and to introduce actua-
tor dynamics, a first-order transfer function is added to the system 
model. Its time constant  allows the time response of the actuator, 
which is set equal to 0.35 ms here, to be managed.

To tune the extremum-seeking parameters, the U-RANS CFD box in 
figure 17 is replaced by the NARX model. Thus, the U-RANS CFD box 
in figure 17 is replaced by the blocks given in figure 19. The moving 
averaged pressure at the exit of the system block diagram is obtained 
by filtering the NARX model output with a low-pass filter. A correct 
mean pressure estimation requires a NARX pressure output averaged 
over at least two actuation periods. The lower bound of reduced for-
cing frequency interval is F+ = 0.1, then the mean pressure estimator 
low-pass filter cut-off frequency m is set equal to F+ = 0.05. A re-
presentation of the entire system block diagram is given in figure 19.

Figure 19 - System block diagram

Concerning the extremum-seeking algorithm itself, there are three 
pulsations to be chosen: the perturbation pulsation p and the low-
pass and high-pass filter ones, LPes and HPes respectively. The 
largest time constant of the system is given by the mean pressure 
estimator low-pass filter cut-off frequency m. Then, it allows the sine 
perturbation pulsation p to be adjusted. A pulsation p equal to a 
quarter of m is chosen. The extremum-seeking high-pass filter must 
remove frequencies larger than p and the direct component. Bessel 
filters allow a constant group delay, but with a soft magnitude filtering, 
to be ensured. As a result, HPes is set equal to p. The extremum-

seeking low-pass filter must be able to give a moving-average of the 
slope sign to the integrator. As a mean pressure estimator, the cut-off 
frequency is adjusted, so that the slope sign signal is averaged over 
two perturbation periods. Therefore, LPes is chosen to be equal to 
F+ = 0.00625.

Concerning the closed-loop gain K in figure 17, it is in principle a 
constant; however, here we propose an adaptive gain to increase 
the convergence rate of the closed-loop. When the steady state map 
slope is small (at the beginning of the closed-loop), K will be high to 
increase the convergence rate and, when the slope is large, K will be 
small to prevent the closed-loop from overshooting and oscillating 
around the extremum. The expression below has been chosen for the 
adaptive gain:

max

2
( ) min ,

( )
p p

slope

a
K t K

y t
ω

σ
π

 
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 

where Kmax is a user defined gain and  is a safety margin with 
0 ≤  ≤ 1.

Validation of the extremum seeking parameter choice on the 
black-box model

Before applying this closed-loop algorithm in an unsteady RANS si-
mulation, it is necessary to validate it on the NARX reduced-order mo-
del. The controller is tested in various cases listed in Table 1, where u0 
is an initial forcing frequency. The constant  is set to be equal to 0.9. 
Simulations with the NARX model are plotted in figure 20, in which the 
closed-loop is initiated at t = 0.1 s.

Case Kmax p(F
+) fp(F

+) u0(F
+)

I 1000 0.01 0.0125 0.22

II 1000 0.03 0.0125 0.2

III 1500 0.02 0.0125 1.1

Table 1 - Closed-loop strategy validation cases

For each case, the command converges as expected toward 
F+ equal to 0.78. The convergence time depends on the starting 
frequency point, the maximal gain chosen and the perturbation am-
plitude value. The representation of the mean pressure at the output 
of the model is given in figure 21. The extremum-seeking allows the 
mean pressure maximum that validates the closed-loop strategy to 
be found.

Figure 20 - Extremum-seeking with adaptive gain control of the NARX model
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Figure 21 - Mean pressure given by the flow model for validation closed-loop

The closed-loop shows its ability to find in-line the maximum of a 
nonlinear model. The convergence time is small enough to allow the 
application of this closed-loop strategy in-line with an unsteady RANS 
simulation.

Application of the extremum seeking to an URANS computation

After having successfully applied and validated the extremum-seeking 
controller, the NARX model is replaced by unsteady RANS computa-
tions. The controller is tested in the different cases listed in Table 2. 
The command and mean pressure results are plotted in figure 22 and 
figure 23, respectively.

Case Kmax p(F
+) fp(F

+) u0(F
+)

I 1000 0.022 0.0125 0.11

II 1000 0.01 0.0125 0.22

III 900 0.03 0.0125 0.2

Table 2 - Closed-loop in unsteady RANS computation cases

Figure 22 - Extremum-seeking with adaptive gain control of unsteady RANS 
computations

The convergence time is longer than with the black box model, due 
to the fact that the model does not perfectly reproduce the true 
CFD results. Thanks to the robustness of extremum-seeking, the 
closed-loop is still efficient and the pressure is well maximized. 
For Cases II, IV and V, simulation must be continued, in order to 
ensure the frequency command convergence. Cases I and II have 
converging commands, as expected in the vicinity of F+ equal to 
0.78.

Figure 23 - Moving average pressure from unsteady RANS computations in 
closed-loop

Conclusion

This paper describes a successful approach of closed-loop separation 
control by synthetic jet on a generic rounded step configuration. 

An open-loop study of the forcing frequency has allowed the verification 
of the system controllability. The chosen objective criterion to be opti-
mized is the mean recirculation bubble surface. The mean wall pressure 
analysis has shown that maximizing the wall pressure sensor at x/h 
equal to 2.71 enables the recirculation bubble surface to be minimized.

Maximizing the mean pressure automatically at the sensor location 
implies the use of a closed-loop algorithm. In a first step, a single-
input single-output black-box model was identified, in order to tune 
and validate the closed-loop strategy. A NARX model of the real time 
wall pressure signal response to the synthetic jet forcing was suc-
cessfully designed and validated.

The selected control algorithm was the extremum-seeking, which is 
a robust adaptive command without internal model. It is appropriate 
for the control of non-linear plants, characterized by an output extre-
mum in the steady state. The algorithm was improved with an adap-
tive gain, which guarantees optimal performance in terms of gradient 
estimation and, with the use of low-pass and high-pass Bessel filters, 
allows an accurate gradient estimation to be ensured.

The tuning of the control algorithm parameters was based on physi-
cal considerations and was validated using the black-box model. The 
results showed that it was possible to apply this closed-loop strategy 
in-line with an unsteady RANS simulation.

This control goal was to minimize the recirculation bubble surface. It 
is also possible, with the same methodology, to control some other 
criteria, such as the pressure drag or the turbulence level.

Extremum-seeking works with the steady state of the plant, which 
imposes an estimation of the moving-average state of the output. A 
simpler black-box model based on the steady state could have been 
used, but the system dynamics would have been lost.

A next step could be the automatic simultaneous adaptation of 
frequency and amplitude, using a multi-input multi-output regulator 
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Acronyms

SISO	 (Single-Input Single-Output)
NARX	 (Nonlinear Auto-Regressive with eXogenous input)
NARMAX	 (Nonlinear Auto-Regressive Moving Average with
	 eXogenous input)
RANS	 (Reynolds Averaged Navier-Stokes)
LES	 (Large-Eddy Simulation)
AR	 (Auto-Regressive model)

MA	 (Moving Average model)
ACF	 (Auto-Correlation Function)
PACF	 (Partial Auto-Correlation Function)
AIC	 (Akaike Infomation Criterion)
RSS	 (Residual Sum of Squares)
CFD	 (Computational Fluid Dynamics)
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Closed-Loop Control of Fluid Flow: a Review 
of Linear Approaches and Tools for the 

Stabilization of Transitional Flows

Flow control is concerned with the targeted manipulation of intrinsic flow behavior to 
optimally satisfy prescribed objectives. This article will give an overview of the most 

common tools for the design of control strategies. We focus on linear control that is 
aimed at stabilizing fixed points of the Navier-Stokes equations, such as those existing 
in the case of transitional flows. Key steps to build a Galerkin-based and a data-based 
model will be presented and illustrated on two generic flow configurations: flow over an 
open cavity and over a backward-facing step. In the former case, a feedback configu-
ration will result and particular attention will be paid to performance measures and 
robustness analyses. For the latter case, a feedforward setup has been chosen and a 
system-identification method will be employed to extract the fluid behavior from data 
sequences, via statistical learning techniques.

Introduction

The control of fluid flow is a central component of fluid mechanics, 
since it holds great promise in manipulating the inherent flow behavior 
of a fluid system. The suppression of instabilities, the exploration of 
previously inaccessible parameter ranges, efforts to increase stabil-
ity margins and diminish sensitivity to external noise and attempts 
to improve efficiency and minimize environmental impact (less pol-
lution, less unburnt gases, less NOx emission, less sound radiation, 
better and more homogeneous mixing) are just a few technological 
areas where active flow control could make an appreciable difference. 
Much effort has thus been concentrated on applying control-theoretic 
methods to fluid systems and on establishing a theoretical framework 
and foundation for the design of effective flow control strategies.

The design of flow control strategies relies on a model for the fluid 
system, but also on a model for the noise environment. For flows that 
are weakly sensitive to external noise - referred to as oscillator flows - 
it is difficult to design effective control strategies due to the inherent 
nonlinearities that drive the system; flow over a cavity at supercritical 
Reynolds numbers is a typical example of such a flow type. For flows 
that respond sensitively to environmental noise - known as amplifier 
flows - an additional difficulty lies in the design of an adequate model 
of the noise environment; a two-dimensional flow over a backward-
facing step would fall into this category.

Past work in flow control has heavily relied on models using a projec-
tion of the Navier- Stokes equations onto a reduced basis, for example 
a POD basis. Both linear (see [1, 2, 3, 4, 5, 6]) and non-linear state-
space models (see [7, 8]) can be designed. These models then form 

the foundation on which controllers can be built.  Various control de-
sign approaches, from the simple PI (proportional integral) controller 
[9] to the more complex H2 or H∞-control (see, for example, [10], 
[11], [12]) can be followed, each of which can be characterized by a
Cavity flows as a source of unsteady loads and noise given perfor-
mance - to what extent has the control objective been reached? - 
and a given robustness - how does the performance change as the 
reduced-order models are slightly perturbed?

A different approach to the design of control strategies consists in us-
ing data-based models, which are built from observing and evaluating 
sequences of system input and output signals. A discrete transfer 
function is extracted from a learning data-set, via system identifica-
tion techniques [13]. This transfer function then forms the founda-
tion for an optimal control design. First, attempts to design control 
schemes following this approach have been undertaken [14, 15], 
which showed that the underlying model - in particular the incorpora-
tion of unobservable noise sources - is of critical importance. The 
designed compensator showed a great amount of robustness to off-
design noise environments and even to non-linear effects [15].

In this article, we will present and discuss the critical steps in the 
design of flow control schemes for both types of flow behavior (os-
cillators and amplifiers) and compare and contrast models derived 
from Galerkin projections and data-based models. We stress that this 
review focuses on the linear stabilization of equilibrium points exist-
ing in transitional flows. For more general approaches of closed-loop 
control - which aim, for example, at manipulating turbulent flows - the 
reader is referred to [16], [17], [18], [19], [20].
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Description of a flow control problem

The motion of the fluid is assumed to be governed by an evolution 
equation of the general form

                                     ( )x f x,u,w=                                        (1)

where x is the state vector containing all of the variables necessary 
to uniquely describe the state of the fluid system (such as velocities, 
pressure, density, temperature, mixture fractions, etc.), u is the con-
trol vector which contains input variables that are used to influence 
the flow, and w is the (stochastic) noise vector summarizing the influ-
ences of external noise sources or inaccuracies (freestream distur-
bances, acoustic noise sources, wall roughness distributions, etc.). 
The time rate of change x  is related to these vectors by a (generally 
non-linear) function f. In this article, we assume that an equilibrium 
point x0 of these equations exists, such that.	

		  ( )0 0 00f x ,u ,w= = =                                    (2)

The existence of such equilibrium points is assured in the case of 
transitional flows, as considered in this paper. In light of this, the con-
trol is thus aimed at maintaining the system as close as possible to 
these fixed points, where closeness is measured by a performance 
sensor z 0 z = c  (x-x ). If the function cz represents the deviation of the 
full state from the equilibrium solution, the perturbation kinetic energy 
can be targeted as a control objective and transition delay issues may 
be considered. However, cz may also represent a local measure of 
the flow, for example the signal from a wall-shear stress sensor. The 
controller will minimize the following cost-functional

			   ( )z,uJ J=  	                             (3)

Figure 1 - Block diagram of a typical feedback control setup, including plant, 
compensator, external noise sources (w, g) and objective output z

which expresses the amount of gain from applying control strat-
egies to the fluid system. It also contains the control vector u 
since, in most cases, we try to avoid excessive control input and 
thus wish to penalize the expended control energy. For example,

( ) ( ) 2 22

0 z 0 u
J z,u c x-x l u dt

∞
= +∫  where ⋅ and ⋅

are suitable norms and l2 is a user-specified parameter related to the 
cost of control. In a closed-loop set-up, the control input u depends 
via the controller on some measure y of the flow (the estimation mea-
sure) given by
			   yy c ( x,g )= 	                             (4)

where y corresponds to a measurement vector, describing the infor-
mation that we extract from the state vector x (for example, by shear 
sensors placed on the wall, by hot-wire probes placed in the wake of 
an obstacle, by microphones placed in the acoustic far-field, or by 
TR-PIV measurements in a two-dimensional slice). This measure is 
commonly different from the performance measure z. Realistically, 
the estimation measurements must be assumed to be contaminated 
by measurement noise g. The function cy is thus a function that ex-
tracts exploitable (and measurable) information from the entire flow 
field.

The objective of our control problem is thus to find a mapping y → u 
(the compensator) that minimizes the cost functional (3) while ob-
serving the constraints given by the governing equation (1). Math-
ematically, we must solve a constrained optimization problem. The 
complete flow control setup is graphically illustrated in the form of 
a block diagram in figure 1. The flow system (labeled “plant”) is in-
fluenced by external noise w and driven by the control signal u from 
the compensator unit. The measurement signal y, contaminated by 
sensor noise g, is the output from the plant and is, in turn, used in the 
compensator unit to ultimately determine the optimal control signal u. 
The goal of the compensator is to force the plant in such a way that 
the performance measurement (z) is minimal, while at the same time 
excessive control input (u) is avoided.

For effective flow control, the placement of actuators and sensors 
plays a vital role, and two generic configurations can be distinguished, 
based on the inherent behavior of the fluid flow. The first category is 
referred to as oscillator flows, while the second category is known as 
amplifier flows.

Oscillator flows: the case of an open cavity

In the case of oscillator flows, the flow generally undergoes a super-
critical Hopf bifurcation at a critical Reynolds number, becomes glob-
ally unstable and establishes limit-cycle behavior. The shedding of 
vortical structures in the wake of a cylinder above a critical Reynolds 
number of Rec = 47 is a quintessential and much-studied example 
of an oscillator flow. This type of flow is characterized by a relative 
insensitivity to external perturbations and the dominant frequency of 
the flow is little influenced by noise sources. The control objective in 
this case can be two-fold. We can maintain the flow in the vicinity 
of the unstable equilibrium points using linear control theory. Alter-
natively, and more challenging, we can force the fluid system away 
from its natural limit-cycle behavior towards the equilibrium state; this 
effort requires a non-linear underlying model and a non-linear ap-
proach to flow control, especially if the Reynolds number is chosen 
well above its critical value. The scope of this article allows us to only 
concentrate on the first choice: a linear control effort near the critical 
Reynolds number. As a representative oscillator flow, we choose the 
flow over an open cavity at Re = 7500 (see figure 2 (a) for a sketch 
of the geometry), with one actuator placed upstream of the cavity and 
one sensor located downstream of the cavity edge. In this setup, the 
upstream control u influences the downstream estimation sensor y, 
yielding a feedback configuration.

Amplifier flows: the case of a backward-facing step

Amplifier flows are globally stable flows that are characterized by a 
strong response to external forces. Their flow behavior is typically 
influenced and driven by upstream (unknown) noise sources and the 
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observed flow structures are the result of a frequency-selective ampli-
fication/damping of this noise environment. Even though globally sta-
ble, the flow is convectively unstable, and perturbations are amplified 
locally and convected downstream by the base flow. For sufficiently 
weak noise sources, the dynamics of amplifier flows can be suitably 
described by a linear model. In such a configuration, we can estimate 
the state downstream of the estimation sensor and manipulate the 
flow downstream of the actuator. A sensor-actuator setup (with a sen-
sor upstream of the actuator) is thus appropriate for amplifier flows, 
whereas an actuator-sensor setup (with an actuator upstream of the 
sensor) is more suited for oscillator flows. A prototypical example of 
an amplifier flow is the flow over a backward-facing step at Re = 500. 
Figure 2(b) illustrates the geometry of the flow and the appropriate 
control setup. The controller will be designed to cancel the perturba-
tion field estimated by the sensor measurements. Due to the convec-
tive nature of the flow, the actuator signal u has no impact on the 
measurement y. This layout is known as a feedforward configuration.

Linear control

Even though techniques exist for designing effective control strategies 
for the above system of non-linear equations, it is often convenient 
and sufficient to apply control to a linear system describing the evolu-
tion of small perturbations around the equilibrium point x0. In this case, 
the above equations simplify to

                                  
uˆ ˆ ˆx = Ax+B u+L(y-y)                                     (5)

		           yy = C x+g                                              (6)

                                         
zz = C x                                                (7)

Here 0A f / x | x  = ∂ ∂ and analogously for the other matrices Bu,w and 
Cy, z . In what follows, we will work with the linearized set of equations 
(4)-(6).

A control strategy that minimizes our cost objective J (involving the 
quantity z) simply consists in finding a linear mapping between the 
measurement y and the control signal u. The design of this strategy 
depends on a representation of the governing equations (5)-(7) but 
cannot rely on explicit knowledge of the state vector x. The control-
ler must operate in real-time mode and thus a reduced-order model 
(ROM) of the governing equations (5)-(7) with significantly lower 
degrees of freedom x is needed that still reproduces the input-output 
relation of the full system with sufficient fidelity. More precisely, for 

Figure 2 - Sketch of flow over an open cavity and a backward-facing step - two 
generic flow configurations representing an oscillator and noise-amplifier flow, 
respectively. The actuator (u), flow sensor (y) and performance sensor (z) are 
marked by colored symbols for each configuration. External upstream noise 
sources are indicated by w in the case of an amplifier flow. The cavity and 
backward-facing step configurations are defined in more detail in Barbagallo et 
al. [5] and Hervé et al. [15]

an effective controller design it is mandatory for the reduced-order 
model to recover the dynamic links between all inputs (w and u) 
and all outputs (y and z). When building this model, the state vector 
x can be thought of as an internal (hidden) variable describing the 
full state of the fluid system; typically, we do not have access to the 
state vector x.

Two approaches for the construction of a reduced-order represen-
tation emerge. First, a Galerkin-based approach can be taken that 
uses appropriately chosen flow structures to reduce the governing 
equations, via a Galerkin projection, followed by the design of an 
estimator that computes an approximate (reduced) state x̂  by op-
timally processing any mismatch in the measurement vectors from 
the reduced-order system ( y ) and a duplicate system ( ŷ ). Alter-
natively, we can eliminate the state vector x  and postulate a direct 
relation between (u,w) and (y, z). The coefficients of this relation can 
be determined by observing and processing temporal sequences of 
control and measurement signals. The first approach yields the clas-
sical Kalman filter and LQG-compensator, while the second approach 
utilizes solely input-output information and produces disturbance-
rejection control strategies. Both approaches - their underlying as-
sumptions, strengths and shortcomings - will be discussed in more 
detail below.

Approach I : state-space model, observer and feedback control

The governing equations (5)-(7) constitute a mapping from a low-
dimensional signal u via a high-dimensional state x  to low-dimen-
sional signals y and z. In the first approach, we follow a similar map-
ping and try to find a reduced-order model of the form

		        u wx = Ax+B u+B w                                  (8)
		                yy = C x+g 		               (9)
			     zz = C x 		               (10)

The new state  vector x  represents a vector of coefficients in a linear 
combination of flow structure, i.e., x=Vx . The flow structures form 
the columns of the rectangular matrix V and are typically chosen 
from proper orthogonal decomposition (POD) modes or balanced 
POD (bPOD) modes. By selecting only a small number of modes, 
we arrive at the reduced-order system (8)-(10).

As mentioned previously, the reduced-order model must accurately 
match the unreduced dynamics from all input to all output variables. 
A quality measure for this match is based on transfer functions. The 
transfer functions can be derived by applying a Laplace transform 
to (8)-(10), which yields an algebraic expression between input and 
output variables. For example, the transfer function from u to y reads

-1
yu y uT (s)=C (sI - A) B , with s as the Laplace variable. Evaluating 

the transfer function yuT (s)along the imaginary s-axis describes the 
frequency response of the input-output system. For control design 
purposes, a close match (in a norm to be specified) between the 
transfer function of the reduced system yuT (s) and the transfer func-
tion of the original system -1

yu y uT (s)=C (sI - A) B is required. This 
quality measure, yu yuT (s)-T (s) , can be applied to stable and un-
stable configurations; in the case of unstable systems, it requires 
that the unstable eigenvalues of the reduced and unreduced systems 
coincide and that a close match for the stable subspace-dynamics 
be attained. The quality of the match between the two transfer func-
tions is influenced by the number and type of flow structures used in 
the reduction basis V.

CompensatorCompensator

u yz y u

z

a) feedback configuration             b) feedforward configuration

w
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V and W proceeds as follows: once a base-flow is computed, the di-
rect and adjoint unstable global modes are extracted; this is followed 
by computing impulse responses for the various inputs (using the 
direct Navier-Stokes operator) and outputs (using the adjoint Navier-
Stokes operator), each projected onto the stable subspaces. Process-
ing of the snapshots with the balanced POD (bPOD) technique [2] 
straightforwardly yields the various matrices for the reduced-order 
system [5]. Alternatively, balanced modes can also be computed in 
the frequency domain [21], which directly produces the stable and 
unstable dynamics (without) having to compute the unstable global 
modes beforehand). The reduced state x  then consists of the am-
plitudes of the unstable global modes and the amplitudes of the bal-
anced modes.

In a second model-reduction approach, the same model can be ob-
tained using system identification methods. Given the structure of the 
model, its unknown coefficients are identified from time-series of the 
input and output signals. Theoretically, this yields the same model as 
determined by the first (Petrov-Galerkin) approach. If the model is 
stable, the eigenvalue realization algorithm (ERA) technique directly 
yields the reduced system [22] without the need for a Jacobian matrix 
A and adjoint simulations; if the system is unstable, prior knowledge 
of a controller that maintains the dynamics of the system in the vicin-
ity of the equilibrium point is required [23]. Then, the ERA technique 
is applied to identify the closed-loop dynamics, from which the open-
loop dynamics can be deduced in a straightforward manner.

 		                                 

In figure 3 (a), we have represented with a black dashed line the mag-
nitude of the full-plant transfer function  . This result can be obtained 
by directly evaluating the quantity -1

y uC (sI - A) B for various frequen-
cies s = iω , where A is the large-scale Jacobian matrix and appro-
priate numerical methods are required to perform the inversion. The 
peaks in the transfer function are linked to a series of global modes 
displaying Kelvin-Helmholtz type instabilities on the shear-layer : the 
first peak corresponds to a stable response, while the four subse-
quent peaks are linked to an unstable response.

How to build a reduced state-space model
 
Two approaches can be distinguished. The first approach is based on 
the reduction of the original system via a Petrov-Galerkin projection, 
as mentioned earlier. A bi-orthogonal basis for the state vector x con-
sists of two rectangular matrices V, W satisfying HW V=I , with I as 
the identity matrix and H denoting the conjugate transpose. Express-
ing the state vector in this basis yields a reduced-order model for 
the coefficient vector Hx W x= . The governing equations (5)-(7) can 
then be replaced by the reduced system (8)-(10) with HA W AV= . 
The expressions for the remaining matrices in (8)-(10) follow analo-
gously. The critical question remains on how to choose the basis vec-
tors in V to arrive at a meaningful reduced-order system that serves 
as a proper substitute for the original system, for the subsequent 
compensator design. A common approach of computing the bases 
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Figure 3 - a) Open-loop transfer function ( )yu|T |ω  of the full plant (black dashed line) and of reduced- order models based on the four unstable global modes 
and no (blue), four (green) and eight (red) balanced POD modes to represent the stable subspace. b) Closed-loop transfer functions from the measurement 
noise g to the sensor output z (black) and from the measurement noise g to the control input u (red).
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In figure 4 (a, b), we show the dominant direct and adjoint bPOD 
modes. These structures are respectively located near the down-
stream and upstream edges of the cavity, a consequence of the non-
normality of the linearized Navier-Stokes operator. In figure 3 a, the 
magnitude of the transfer functions of models comprising the four 
unstable global modes plus zero (blue line), four (green line) and eight 
(red line) bPOD modes are displayed. A large error is observed if only 
the unstable global modes are considered in the model. This justifies 
the fact that additional modes must be considered in the model, to 
take into account features of the stable subspace. If more than eight 
bPOD modes are used, the reduced transfer function coincides with 
the full-plant transfer function.

Design of a compensator
In general, the reduced-order state x  is not accessible to the control-
ler; for this reason, an approximation to x  must be determined di-
rectly from the available measurements y. The estimated state vector 
will be denoted by x̂ , which is governed by a Kalman filter written as

		  ( )uˆ ˆ ˆx = Ax+B u+L y-y                                    (11)

		             yˆ ˆy = C x  			               (12)

This system of equations for the estimated state x̂  resembles (7)-
(8), except for the absence of noise terms and for the additional 
term ( )ˆL y-y . This latter term represents a driving term based on the 
discrepancy between the true measurement y and the measurement   
from the proxy system (10)-(11). The manner in which this discrep-
ancy is processed is given by the quantity L, which is determined by 
posing an optimization problem : we wish to minimize the covariance 
of the estimation error ˆx-x , while observing the governing equa-
tions (10)- (11). Covariances appear due to the fact that y and thus
x̂ are stochastic variables and the statistical moments of x̂ are the 
appropriate quantities to focus on. The optimization problem can be 
formulated variationally, yielding the following algebraic matrix Riccati 
equation for an auxiliary variable P, according to

	       H H -1 H
y y w wAP + PA - PC G C P + B WB = 0 	             (13)

from which the Kalman gain L follows as

 			   H -1
yL = PC G 		              (14)

Note that equation (12) yields the steady-state Riccati-solution, which 
results when the objective functional to be minimized is given by the 
infinite-time integral of the covariance of the estimation error. In equa-
tion (12) information about the two noise sources (system noise w 
and measurement noise g) enters via their respective covariances 

HW E( ww )= and HG E( gg )= , with E (•) denoting the expected 
value. The statement that the Kalman gain L, and consequently the 
quality of the estimated state x̂ , crucially depends on the fidelity of 
the noise covariances seems self-evident. In the limit of large ratios, 
G/W 〉〉 1, we have either highly contaminated measurement sensors 
or very weak external noise levels. In this limit, we can be particularly 
confident in our model which is reflected in very low Kalman gains L. 
For small ratios, G/W 〈〈 1, we deal with very accurate measurement 
Figure 5 - Block diagram of a compensator consisting of an estimator and a 
controller module

sensors or a strong response of our system to external noise. In this 
case, frequent sensing is necessary to accurately estimate the state 
of the system and high Kalman gains L are common. In a final de-
sign step, the controller will be based on the state vector, given by a 
proportional law according to u Kx= . In this manner, it represents 
a mapping from the state vector x  to the low-dimensional control 
signal u. The control gain K is again obtained from an optimization 
problem : we wish to minimize our cost objective, while observing 
the governing equations. When considering a cost objective involving 
an infinite-time integral, the solution of this optimization problem, as 
before, leads to the following algebraic matrix Riccati equation for an
auxiliary variable Q, according to

                 H -1 H H
u u z zA Q + QA - QB R B Q + C C = 0                     (15)

from which the control gain K follows as

 		  1 H
uK = R B Q−−           	                           (16)

where R is a weight matrix appearing in the chosen quadratic form 
of the cost functional 

0

H H H
z zJ x C C x u Ru dt

∞
= +∫  ; it accounts for 

the cost associated with the expended control. If the cost of control 
is high and any control effort is heavily penalized ( R 1〉〉 ), the associ-
ated control gains K are very low and the control signal u is expended 
rather parsimoniously. In the Riccati equation (14) for the control 
problem, we notice the absence of noise-related terms. It thus ap-
pears that the controller is not concerned with noise sources; they 
are strictly dealt with by the estimator. Any performance degradation 
due to noise (or any failure to model noise sources accurately) must 
be ascribed to the estimator, not the controller. In the above analysis, 
we assumed a proportional control involving the true state vector x ; 
of course, under realistic conditions, this must be substituted by the 
estimated state ˆ . The resulting control law thus reads ˆu Kx= . The 
separation principle assures that the control gain K is still optimal, 
after this substitution has been made. The combination of estimator 
and controller, referred to as the compensator, is sketched as a block 
diagram in figure 5 : it processes the measurement vector y and pro-
duces the optimal control signal u. The noise sources enter into the 
Kalman gain L, the cost objective is accounted for in the control gain 
K and the estimated (reduced) state vector x̂  appears as an internal 
(hidden) variable.
The full closed-loop control problem, including true and estimated 
states, is finally written (in matrix form) as:

           

cl

u w

y y u

A

x A B K x B w
ˆLC A-LC B K x Lgx̂

      
= +         +      







                 (17)

uˆ ˆ ˆx = Ax+B u+L(y-y)

yˆ ˆy = C x ControllerEstimator

ˆu Ku=
u

y x̂
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The composite block-matrix
cl

A , describing the dynamics of the con-
trolled and estimated system, is stable by design. The performance 
of the compensated system (16) can be measured by the norm of the 
transfer functions from the noise sources (w, g) to the performance 
measurement signal z.

Returning to the configuration of the open cavity flow, if the noise 
sources are negligibly small, only very few measurements y are re-
quired to fully capture the system dynamics. In this case, the Kal-
man gain L can be determined in the small-gain limit. If furthermore 
the cost of control is considerable, the control gain K can also be 
computed in the small-gain limit. The performance of the resulting 
controller is then given by the magnitude of the transfer function of the 
compensated cl

zgT system, from the measurement noise g to the per-
formance measure z (see the black line in figure 3 b). The magnitude 
of the resulting control signal is obtained by inspection of the trans-
fer function cl

ugT of the compensated system, from the measurement 
noise g to the control input u (see the red line in figure 3 b).

Robustness

It is important to realize that the design of the compensator, i.e., the 
estimator and the controller, is based on the reduced-order model (see 
figure 6 a). Ultimately, however, the compensator is applied to the full 
system on which it must prove its effectiveness (see figure 6 b). Ow-
ing to residual degrees of freedom that have not been included in the 
reduced-order model, it is conceivable that problems may arise when 
applying a compensator to a system that it was not exactly designed 
for. The issue of robustness thus naturally arises in this case.

If the compensator is applied to the full system, the closed-
loop transfer function from the sensor noise g to the perfor-
mance measure z is written as ( )1cl

zg zu uy yu uyT T K T K= − , where
zuT and yuT are the full-plant transfer functions (see figure 3 a) and
uyK is the transfer function of the compensator, which is given by

( ) ( ) 1

uy u yK s K sI A B K LC L
−

= − − + . By inspection of the transfer 
function cl

zgT , the stability margins can be obtained by scrutinizing 
the appearance of unstable zeros in the denominator of cl

zgT , i.e,
1 T (s)K ( )yu uy . If the full-plant transfer function coincides with the 

reduced transfer function yuT , then by the design of uyK , all zeros of
1 yu uyT (s)K ( s )− are stable (these zeros correspond to the eigenval-
ues of clA ). However, since yuT was based on an approximation pro-
cedure, deviations from the transfer function of the original system,

yuT , arise. This slight mismatch may cause instabilities in the feed-
back loop, in other words, unstable zeros of 1 yu uyT (s)K ( s )− . A ro-
bustness analysis encompasses a modification of the reduced-plant 
transfer function yu , followed by an analysis of its influence on the 
stability of the compensated system. More specifically, we consider 
modified transfer functions yu yuT gT= , with g as a complex constant 
and track the appearance of unstable zeros of1 yu uyT (s)K ( s )− as a 
function of g. In particular, we seek critical gain margins g a += ∈  
and phase margins ig e ϕ=  that render the closed-loop system un-
stable. Physically, the gain margin a refers to an error in the estima-
tion of the amplification rate of an instability in the system, while the 
phase margin ϕ  describes an error in the estimation of the convec-
tion speed of the perturbations. 

It is noteworthy that this issue is only relevant when 0yuT ≠ , that is, 
in the case of a feedback configuration where the control u affects the 
estimation measurement y. This is the case for oscillator flows, where 
a global structure is destabilized and, in turn, synchronizes the entire 
dynamics. In the case of convective (amplifier) flows, however, with 
the measurement y located upstream of the actuator u, the issue of 
robustness is inconsequential.

For orientation we first display the eigenvalues of the original reduced-
order plant, i.e., the eigenvalues of A , in figure 7a by blue symbols; 
only positive frequencies i 0l >  are shown. Four eigenvalues can be 
identified in the unstable (gray) half-plane. Applying the compensator, 
the originally unstable flow will be stabilized, which manifests itself 
in the reflection of the unstable eigenvalues around the neutral line 
( r 0l = ) into the stable half-plane. The compensated eigenvalues are 
depicted by red symbols. In the small-gain limit (expensive control 
and G/W  1〉〉 ), control efforts focus only on the stabilization of the 
system, while leaving the stable sub-dynamics unaffected : the stable 
compensated eigenvalues therefore coincide with the uncontrolled 
eigenvalues.

True plant

Reduced plantReduced plant

 yuT 

True plant

 yuT 

Compensator

 uyK 

Compensator

 uyK 

Model reduction

w z

g

u uy y

w z

g

Model reduction

Figure 6 - a) Design of a compensator based on a reduced-order model of the true plant. b) Application of the designed compensator to the full model of the 
true plant

Stable by design Stable? robust?
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Following our robustness analysis, we will explore the movement 
of these eigenvalues as the parameter g is varied. We will concen-
trate on the gain margins of the compensated system and choose 
g a  += ∈ , ranging from 0.75 to 1.5. For the case a = 1, we recover 
the true design configuration which, by construction, yields a stable 
compensated system (the case shown in figure 7a). The eigenvalues 
that yield the critical gain margins are indicated by the green box; 
we will focus on their trace through the complex plane for 0.75 ≤ 
a ≤ 1.5. Figure 7b displays the locus of the two eigenvalues of the 
compensated system (i.e., the eigenvalues of

cl
A from (3.13)) for the 

specified parameter range. We observe that for a = 0.75 the two ei-
genvalues start out in the unstable half-plane and gradually move into 
the stable one. At a critical value of a− = 0.931 both eigenvalues are 
contained in the stable half-plane, indicating stability of the compen-
sated system. The design-state is recovered for a = 1 (green box). 
By further increasing a, the two eigenvalues move in opposite direc-
tion: one eigenvalue tends to higher damping rates, while the other 
re-crosses into the unstable half-plane at a critical value of a+ = 1.05, 
rendering the compensated system unstable again. We can thus con-
clude that the stability of the compensated system can be guaranteed 
only for 0.931 ≤ a ≤ 1.05. Obviously, this interval contains the de-
sign point a = 1; however, it shows rather narrow margin values and 
thus rather poor robustness of the compensator.

An analogous analysis can be conducted by choosing g exp(i )ϕ= , 
thus exploring phase margins and robustness with respect to a mis-
match in the estimated convection speed. The results are very similar 
and thus omitted here: only a small phase margin of = ±3°ϕ  can be 
tolerated before instabilities in clA  are encountered.

Performance of the compensator in full-plant mode

The compensator is now evaluated in the direct numerical simulation 
code. Despite the narrow stability margins, we expect the compen-
sator to perform well, since the error between the full-plant transfer 
function yuT and the reduced-plant transfer function yuT , on which the 
compensator has been designed, is very small. The initial condition 
of the simulation consists of the base-flow and of the most unstable 

Figure 7 - a) Eigenvalues of the uncontrolled reduced-order model (blue 
symbols) and of the compensated system (red symbols), showing the re-
flection of the (four) unstable eigenvalues into the stable half-plane, as well 
as the invariance of the stable eigenvalues. (b) Robustness analysis: tracing 
the critical eigenvalues (indicated by the green box in (a)) as a function of 
g a += ∈ . The gain margins are given by a+ = 1.05 and a− = 0.931. 

For 0.931 ≤ a ≤ 1.05 the compensated system is stable. The case a = 1 
corresponds to the red eigenvalues inside the green box in Subfigure (a).
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global mode with a low amplitude. The estimation sensor is contami-
nated by Gaussian white noise of variance G = 1. The simulation has 
been performed from time t = 0 to time t = 16. Results are shown in 
figures 8 a,b, where the performance measure z and the control input 
u are shown as a function of time t. After a short transient, the per-
formance measure z decreases and oscillates erratically with a vari-
ance and spectrum in accordance with the performance predicted in 
figure 3 b. Similar comments can be made for the control input u and 
for the variance and spectrum of the resulting control input. At time 
t = 16, control is switched off : the signal u is set to and maintained 
at zero, and the performance measure z is seen to increase dramati-
cally for some time before saturating, in agreement with the expected 
limit-cycle behavior.

Figure 8 -  Controller performance for flow over an open cavity. a) Applying 
control to the system dynamics near the base flow, with corresponding con-
trol signal b), c) Applying linear control to the saturated limit-cycle behavior, 
with corresponding control signal d).

We have shown that the designed compensator manages to maintain 
the flowfield in the vicinity of the equilibrium point. We will now test 
whether the same compensator is able to drive the system from the 
limit cycle towards the equilibrium point. For this, we have first per-
formed (from t = 0 to t = 16) an uncontrolled simulation leading to 
the limit-cycling behavior; then, at t = 16, control has been switched 
on. Results are shown in figures 8 c,d, where the performance mea-
sure z and the control input u have been represented as a function 
of time t. We observe that both the performance measure and the 
control input display oscillations that continuously grow in amplitude, 
indicating that this compensator is ineffective once limit-cycle behav-
ior is established. We note that a more robust compensator - one that 
may have been obtained, for example, using an H∞-approach [10] 
- may have given better results.
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The backward-facing step

As mentioned above, the configuration of the backward- facing step 
is a feedforward configuration, for which the control input u has only 
a weak influence on the estimation sensor y. Therefore, the feedback 
framework as described in the previous sections seems inappropriate 
here. It is thus futile to perform control based on a state- space model 
and to conduct a robustness analysis. More generally, this observa-
tion is typical of advection-dominated noise amplifiers with a sensor 
location upstream of the actuator. In addition, the prevalence of the 
noise input w and its inaccessibility in a real control experiment fur-
ther rule out the use of a state-space model or Galerkin-framework, 
which would require precise knowledge of Bw and of the covariance 
W (see Bagheri et al. [4] for an example of a feedforward configura-
tion that has been treated within a feedback framework). In essence, 
for any flow situations, in which noise amplification through the fluid 
system is the primary source of perturbation dynamics, the necessity 
of an accurate noise model constitutes a major design difficulty and 
often the weakest point of the first (state-space) approach. The next 
section will introduce techniques and tools to address this problem.

Approach II: input-output map and feedforward control

The first approach replicated the mapping of the system between low-
dimensional signals (u and z), via a reduced state vector, by estimat-
ing the state. The alternative approach is to directly extract this map-
ping between the low-dimensional signals by eliminating the state. 
This approach is easily motivated by the formal solution to (4-5) for 
vanishing initial condition (x(0) = 0) and in the absence of noise (w 
= 0, g = 0). We have

 	             ( )( )
( )

( )
0

exp
zu

t

z u

h t

z C t A B u d
τ

τ τ τ
−

= −∫


	                 (18)

where we recognize the low-high-low-dimensional expression
( )( )z uC exp t A Bτ− but replace it with the low-dimensional tem-

poral convolution kernel ( )zuh t ..This expression then suggests 
that the measurement z can be modeled by a time-history of control 
signals u, appropriately weighted by the kernel function zuh , which 
implicitly contains information about the system dynamics (given by 
A), the control (given by Bu) and the measurement (given by Cz ). In 
the presence of noise sources ( w 0≠ , 0g ≠ ), modifications to the 
previous expression must be made; the general approach, however, 
persists. For convenience (but without loss of generality), we convert 
to a time-discrete version of (4-5) and further assume a scalar control 
signal u, a scalar measurement signal z and scalar noise signals w 
and g. We obtain

                                  n 1 n u n w nx Ax B u B w+ = + + 	             (19)

                                                n z nz C x= 	                           (20)

where nx x( n t )∆=  and similar for the other time-dependent vari-
ables. Note that the system, control and measurement matrices A, 
B, C are not identical (but related) to their continuous equivalents 
in (4-6). Pursuing the approach outlined above, we continue by ex-
pressing the discrete measurement vector zn in general as a function 
of the control and noise sources, according to
                          

1 0 0
n i n i j n j k n k

i j k

z a z b u c w R− − −
= = =

+ = + +∑ ∑ ∑           (21) 

     
with (yet) unknown coefficients {b}, {c}. An additional dependence 
on the history of z has been included, in the form of an auto-regres-
sive term with unknown coefficients {a}. By observing temporal se-
quences of measurement, control and noise signals, the above coef-
ficients can be determined using linear regression techniques. Two 
problems arise:  (i) measurements of the noise signal w are difficult to 
obtain and (ii) linear regression techniques assume a uniform (white) 
distribution for the residual error R. The first difficulty will be remedied 
by introducing additional sensor input upstream of the actuator that 
provides information about the incoming disturbance environment; 
this additional (scalar) sensor will be denoted by y and will be treated 
as a substitute for w. We thus have

                    
1 0 0

n i n i j n j k n k
i j k

z a z b u c y R− − −
= = =

+ = + +∑ ∑ ∑ 	             (22) 

A sketch of the control configuration is shown in figure 9, together 
with the paths of information transfer in the flow. The influence of the 
control u on z is labeled by (1), while the influence of the upstream 
measurement y on z is indicated by (2). Even though the y-signal will 
capture most of the incoming noise (given by path (3) in figure 9), 
it is conceivable that part of the environmental noise w will not be 
detected by the y-sensor upstream, will pass through the fluid sys-
tem and will affect the measurement z further downstream (see path 
(4) in figure 9). During this passage through the system, the (per-
haps) white noise upstream will be modified by the system - some 
frequency components will be amplified, others will be damped - and 
will have a distinct color when it impacts the measurement z down-
stream. This component, at the moment represented by the residual 
error R, however, will be treated as white by any linear regression 
technique; instead, a colored noise model is needed to express R. 
This is accomplished by allowing a relation between time-instants of 
R. We thus postulate the revised model

       
1 0 0 1

n i n i j n j k n k p n p n
i j k p

z a z b u c y d R R− − − −
= = = =

+ = + + +∑ ∑ ∑ ∑              (23) 

The newly introduced coefficients dp capture a temporal correla-
tion of the error term and thus model the color of the noise affecting 
the downstream sensor. The model above is known as an ARMAX 
model : consisting of an auto-regressive (AR) part for the measure-
ment signal z, a moving-average (MA) part for R and two exogenous 
(X) inputs for u and y.

Model obtained by statistical learning

Once the structure of the model has been selected on physical 
grounds, time sequences of the various signals will be used as a 
learning data-set to determine the set of coefficients {a}, {b}, {c} 
and {d}. To this end, in addition to the excitations w arising from ex-
ternal noise sources, the system is forced by an input signal u, which 
is chosen as sufficiently rich in frequencies to excite the relevant time 
scales of the fluid system. The response to this forcing in the sensors 
y and z will be recorded, together with the input signal u, and will 
form the learning data-set. The coefficients will be determined using 
a least-squares technique, by matching the predicted response in z 
to the true measured response. Once the coefficients are known, the 
generality of the ARMAX- model must be verified by processing a 
testing data-set. This validation will ensure that input signals and/or 
noise environments that have not been part of the learning data-set 
will nevertheless yield accurate predictions of the output signal z. It is 
no trivial task to determine the proper complexity of the model, or the 
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length of the learning samples. Too short data-sequences or models 
displaying too high a complexity will result in rather small errors for 
the learning data-set, but often in large deviations for the testing data-
set. This phenomenon is known as overlearning and must be avoided 
by striking a compromise between the error norm from the learning 
and testing data-set [24].

Figure 9 - Sketch indicating the transfer of information to be modeled by 
the ARMAX structure. Transfer of information (1) from the control u to the 
performance sensor z, (2) from the upstream sensor y to the performance 
sensor z, (3) the observable part of the disturbance environment w measured 
by y and (4) the part of w, unobservable by y but affecting the performance 
sensor z

For our case of the backward-facing step, the relevant signals y, u 
and z from the learning data-set are shown as a function of time in 
figures 10 a,b,c. We force the system in u by finite-width pulses from 
the actuator and record the upstream measurement y (note the rather 
stochastic nature of the signal), as well as the signal from the down-
stream sensor z. The identified model is then validated by subjecting 
it to a different forcing u and a different noise environment w and 
by comparing the model output in z to the true output from a direct 
numerical simulation. Comparison between true zt and predicted zp 
performance measures are shown in figure 10 d: after a transient, 
which corresponds to the time taken for a perturbation to travel from 
sensor y and actuator u to the performance sensor z, the two curves 
collapse indicating that the model is able to perfectly predict the per-
formance measure z from knowledge of the estimation measure y 
and control input u.

Design of a compensator

Once the ARMAX model has been identified by determining the co-
efficients such that the predicted sensor output matches the actual 
one, a compensator can be designed. The underlying principle of 
this design is disturbance rejection, which is based on the relation 

zuzyz T y T u= +  linking the measurement from the upstream sensor 
y and the control input u to the downstream sensor z via two transfer 

functions. Our goal is to minimize the signal z, and, by postulating 
z = 0, we can derive the control law 1

zu zyu T uT y−= −  based on the up-
stream sensor measurements y. It is conceivable, and often the case, 
that the transfer function zuT  is small or zero for certain frequencies; 
in this case, the inversion in the expression for the control law would 
fail, or lead to undesirable large control gains. To avoid this issue, a 
pseudo-inversion (rather than an exact inversion) is taken, where a 
lower threshold can be specified, below which no control action is 
taken. This regularization step is necessary to obtain effective control 
action.

The control design can also be performed in the time-domain, rather 
than frequency domain. In this case, a time-horizon must be speci-
fied, over which the measurement signal z is minimized. Also within 
this setting, a regularized inversion (via a pseudo-inverse) is required 
to produce an operative and practical control strategy.

Performance of the compensator in full-plant mode

Following its design, the compensator is now applied to the direct nu-
merical simulations: measurements from the upstream sensor y are 
taken and processed by the compensator, which provides the input 
signal u. This signal has been designed to optimally reduce the down-
stream measurement signal z. Even though not explicitly stated in the 
control objective, the total perturbation energy of the fluid system is 
expected to be reduced as well by this action. This expectation is not 
assured, but rather depends on the specifics of the flow configuration 
and must be verified for each case. Figure 11 presents results from 
uncontrolled and controlled simulations. A significant reduction of 
the perturbation energy can be observed, where control efforts lead 
to a lowering by about two orders of magnitude (see figure 11(a)). 
The spatial extent of the perturbation energy is obtained by locally 
time-averaging the fluctuation energy. Figure 11(b,c) juxtaposes the 
controlled and uncontrolled case, using identical color maps for the 
displayed contours. In the uncontrolled case, a substantial concentra-
tion of high perturbation energy (about 25 step heights from the step) 
is observed downstream of the base-flow reattachment point, which 
eventually decays due to the global stability of the flow. This concen-
tration could be drastically decreased by applying flow control, as il-
lustrated in figure 11(c). Even though the location of the perturbation-
energy peak has not changed significantly, the amplitude has been 
reduced by two orders of magnitude, as evidenced in figure 11(a). 
It is noteworthy that fluctuation energy is reduced throughout the 

Figure 10 - Learning data-set consisting of the recorded measurements from the upstream estimation sensor y (a), input signal u (b) and downstream perfor-
mance sensor z (c). Note that a pulse in u  (b) yields a pulse in z (c) after a time-delay corresponding to the travelling time of a perturbation between the actuator 
and the performance sensor location. The validation of the model is shown in (d), where the predicted output (solid black line), for a forcing different from the 
learning set and for a different noise environment, is compared to the true signal (blue symbols) from the full system.
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Figure 11 -(a) Global perturbation energy versus time for the uncontrolled (black) and controlled (blue) case; a reduction of two orders of magnitude is accom-
plished, by applying feedforward flow control. (b,c) Time-averaged local perturbation energy for the uncontrolled (b) and controlled (c) flow over a backward-
facing step. The vertical coordinate has been scaled by a factor of three; the controller location (red symbol) and objective sensor location (black symbol) are 
also indicated. Logarithmic contour levels have been used, with identical color maps.

computational domain downstream of the reattachment point, even 
though only a reduction of the measurement signal from the down-
stream sensor (black symbol in figures 11(b,c)) has been included in 
the design of the compensator.

Summary and outlook 

An overview of approaches and tools for the design of effective con-
trol strategies has been given. Two generic flow configurations have 
been used throughout this article: (i) the two-dimensional flow over 
an open cavity, which above a critical Reynolds number is globally 
unstable and thus acts as a flow-oscillator and (ii) the two-dimen-
sional flow over a backward-facing step, which is globally stable but 
acts as an amplifier of ambient noise sources. Due to the prevailing 
global instability, the first case is rather insensitive to noise sources 
and can thus be accurately described by a Galerkin-based approach 
within a state- space formulation; in fact, the noise terms can safely 
be discarded in the analysis. An LQG (optimal control) approach for 
designing a feedback controller yields optimal performance for the 
compensated system, but does not guarantee robustness. Instead, 

a separate robustness analysis of the closed-loop transfer function 
must be performed, to establish stability margins. The second case, 
flow over a backward-facing step, responds sensitively to a noisy en-
vironment. It is thus less amenable to a Galerkin-based model, since 
a sufficiently accurate model of the environmental noise is difficult to 
come by. A data-based model is more suitable in this case and for 
amplifier flows in general. It involves the processing of noisy input 
and output signals, and the recovery of a discrete transfer function, 
which is subsequently used to design a feedforward controller.

In summary, a Galerkin-based approach is efficient for globally un-
stable flows, where an internal instability synchronizes the flow and 
makes it insensitive to external noise sources. Any control effort 
focuses on the suppression of this instability; performance is opti-
mal, but robustness needs to be assessed a posteriori. A data-based 
model is suited for globally stable noise-amplifier flows. No user-
supplied environmental noise model is required, since the upstream 
sensor acts as a substitute for the incoming noise background and 
a moving-average residual captures the remaining unobservable part 
of the upstream noise sources. This approach appears robust and ef-
ficient across a considerable range of off-design parameter values 
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Passive  Control of Cavity Flows

This paper deals with cavity flow physics and its passive control by means of a 
spanwise cylinder. Two configurations are considered. First, a laminar study of a 

flow over an unconfined square cavity at a low Reynolds number (7500) is presented. 
Global stability results are shown, allowing the identification of the driving mechanisms 
of the cavity flow: the aeroacoustic feedback mechanism ([18]) and the acoustic reso-
nance mechanism [4]. When both mechanisms interact, the growth rate of the global 
modes is seen to display a local maximum. At low Mach numbers, we suggest that it is 
still the feedback aeroacoustic mechanism that selects the frequency mode, the acous-
tic resonance mechanism only enhancing the response. Second, we study the dynam-
ics of a turbulent deep cavity flow in a transonic regime. Global modes and sensitivity 
results are shown and compared to experimental data, with and without control cylin-
der. Concerning the baseline (without control), RANS and URANS simulations, based 
on the k-ω model of Wilcox, display very good agreement with experiments. Also, the 
sensitivity map obtained numerically is extremely close to the experimental control map 
obtained by moving a small control cylinder in the usptream boundary layer and the 
shear-layer. Different interpretation elements are discussed.

Cavity flows as a source of unsteady loads and noise
 
Historical note

The flow that develops over an open cavity is a generic example of 
self-sustained fluidic oscillations. Other flows of this type are shock 
oscillations on the suction side of a wing profile at a high (subsonic) 
Mach number and high angles of attack, impinging jets, combustion 
instability phenomena, or bluff bodies. These self-sustained oscil-
lating flows result from complex interactions between fundamental 
mechanisms comprising hydrodynamic instabilities, vortex dynam-
ics, acoustic wave propagation and turbulence. In the compressible 
regime, the impingement of vortices induced by Kelvin-Helmholtz in-
stabilities, which develop in the shear-layer over the cavity, generates 
acoustic pressure waves travelling upstream. These pressure waves 
excite the Kelvin-Helmholtz instabilities, which closes the feedback 
loop. As a result, specific frequencies are selected. This interaction 
can be the source of unsteady loads and noise, which can be det-
rimental to the obstacle surroundings. Indeed, even if the acoustic 
energy only represents a weak part of the total mechanical energy of 
the system ( 510ac totalE E−≈ ), high acoustic levels can be reached. 
Cavity flows have been studied since the 1950s, motivated by aero-
acoustics, aero-elasticity and aero-optics applications. In military ap-
plications [6], [8], weapon bays are subjected to oscillations that can 
enter in resonance with the modes of the aircraft structure. Image 
distortion due to cavity flow effects is a great concern for in-born 
observations. During the landing and take-off of transport aircraft, 

landing gears are important sources of noise [7]. Cavity flow phe-
nomena also concern ground transportation. Car sun-roofs and win-
dows, and the shallow cavities receiving the pantograph in trains are 
classical examples.

Driving mechanisms

 
Figure 1 -  Schlieren picture of an uncontrolled cavity flow at M=0.8

In a cavity flow, it is generally acknowledged that two physical mech-
anisms are at play. First, the feedback aeroacoustic mechanism, 
described by [18], induces self-sustained oscillations. Small distur-
bances are amplified along the shear layer by the Kelvin-Helmholtz 
instability and convected downstream. The impact of these struc-
tures upon the cavity trailing edge leads to the formation of acoustic 
waves traveling upstream up to the sensitive region located at the 
leading edge. This process is visible in figure 1, where the large vorti-
cal structures of the shear layer and the pressure waves are clearly 
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visible thanks to a Schlieren system. Second, [4] modeled empirically 
the resonant response of deep cavities, which is linked to the pres-
ence of acoustic standing-waves inside the cavity. Henceforth, this 
phenomenon is referred to as the acoustic resonance mechanism. 
This phenomenon occurs when the acoustic wavelength is of the 
same order as the length (or depth) of the cavity. The feedback aero-
acoustic mechanism can be enhanced by acoustic standing-wave 
resonances [17].  However, [25] stated that a theory combining both 
mechanisms is still lacking.

Recent advances improving the understanding of cavity flow phys-
ics are described in the section “The physics of cavity flows: new 
results” [26], [27]. We will show that a global stability analysis is a 
relevant theory to, first, capture the two aforementioned mechanisms, 
the feedback aeroacoustic and the acoustic resonance mechanisms, 
and second, to show that a similar mechanism is at play in the incom-
pressible and the compressible regimes.

Control of cavity noise

Many control techniques have been tested in order to reduce the cavity 
acoustic tones with variable results. Both active and passive control 
systems have been used (see article review of [2]). Passive control 
devices are the easiest to implement and a wide variety of systems 
were tested, in particular: spoilers, mass injection and modification 
of the cavity leading and/or trailing edge. These concepts sometimes 
proved to be very effective in reducing energetic tones but, in general, 
they did not succeed in suppressing multiple acoustic modes simulta-
neously. The effect of a spanwise cylinder in compressible crossflow 
parallel to the leading edge of the cavity is another passive device 
that proved to be very efficient, as shown first by [13]. This control 
system has been subsequently described by [22], [23], [9] and [15]. 
Some active control methods have been also tested, where small 
amplitude disturbances are introduced by means of unsteady flow 
injections or flapping actuator devices. Control by open-loop forcing 
or feedback control strategies have been also tested [19], [20].

In [28], an experiment was performed where the evolution of the 
pressure spectrum energy was measured as a function of the cylinder 
position within the upstream boundary layer and the shear layer of the 
cavity. This experiment will be described in the section “The passive 
control of cavity flows”. From this experiment, a sensitivity map that 
favorably compares with the theory was deduced, showing that the 
regions where cavity tones are controlled are the regions where the 
global modes are stabilized.

The physics of cavity flows: new results

As mentioned above, cavity flow physics stems from a global mecha-
nism that couples hydrodynamics (the shear layer) and acoustics 
(pressure waves). Note that a local approach for the hydrodynamic 
part is not recommended due to the global nature of this physics. A 
global approach based on a hydrodynamic global stability analysis 
also successfully described the dynamics of other flows, such as 
shock-induced transonic-buffet [3], shock wave/laminar boundary 
layer interaction [16], flow around a swept parabolic body [11] or 
axisymmetric wake flows [14].

In this section, we will present results using the global stability analy-
sis for two cavity cases [27], [28].

Figure 2 - Spectrum of the unstable global modes obtained at M=0.8 [27]

Global modes: principle

The equations governing the flow dynamics can be written in the form

                                            ( )tW R W∂ = 		              (1)

where W represents the aerodynamic field and R(W) represents the 
residual. W denotes either the divergence-free velocity field in the 
case of the incompressible Navier-Stokes equations ( ( ,p)TW = U ), 
or a set of variables containing the density, the velocity field and the 
energy in the compressible case ( ( , ,T)TW = ρ U  ). 

The base flow 0W , an equilibrium point of eq. (1), is defined by:
                                                                	              		                      	
			       0( ) 0R W = 		               (2)

The dynamics of the small perturbations w superimposed on this 
field are governed by ( )t w A w∂ =  , where A is the Jacobian operator 

linked to the residuals R by the relation 
0W

RA
W

∂
=

∂
.

The perturbation is then sought in the form of normal modes 
( )ˆ( , , ) ( , ) i tw x y t w x y e s+ ω= , where s and w represent the temporal 

growth rate and the frequency of the global mode ŵ , respectively. 
When 0s > (resp. < 0), the base flow is unstable (resp. stable). Sub-
stituting w leads to a generalized eigenvalue problem for iλ = s + ω
and ŵ :

                                               ˆ ˆAw w= λ          	                                                     (3)
  
In figure 2, an example of global spectrum obtained at M=0.8 is dis-
played in the (s, St) plane. There are eleven unstable modes whose 
convergence has been checked by varying the mesh refinement [27].
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Figure 3 - Temporal growth rate evolution of the unstable global mode n=2 
as a function of the Mach number [27].

Mach effects on the global modes

In this paragraph, new insights on the cavity dynamics are presented. 
They concern the dependency of the unstable global modes with 
the Mach number and the link between the incompressible and the 
compressible regimes. Results are extracted from [27] dealing with a 
laminar flow passing above an unconfined square cavity. The Reyn-
olds number based on the cavity length is set at ReL=7500, sufficient 
to be unstable [21], while the Mach number has been varied from the 
incompressible regime (M=0) to high subsonic compressible regime 
(M=0.9).

Interaction between feedback aeroacoustic mechanism and 
acoustic resonance mechanism

The interaction phenomenon between the feedback aeroacoustic and 
acoustic resonance mechanisms has already been observed in ex-
periments and simulations by monitoring acoustic pressure levels. 
For example, in the case of a deep cavity of length-to-depth ratio equal 

to 0.66, [1] analyzed the pressure spectrum by varying the Mach 
number between low Mach numbers up to M=0.5. Block observed 
several peaks evolving as a function of the Mach number and noticed 
that the amplitude of these peaks is the greatest when the aeroacous-
tic feedback curves (n=1, 2) (see Eq. (4)) match with the first acous-
tic resonance curve of [4]. The aeroacoustic feedback mechanism 
has been formulated by [1] as,

                                          
1
nSt

M

− g
=

+
k

                                      (4)

where n is the mode number, k is the ratio between the convection 
speed of the vortices and the free-stream velocity, M is the Mach 
number and g is a delay time (g <1).

[27] tracked the eigenvalues by varying the Mach number. In figure 
3, one trajectory (n=2) has been represented in the (M; s) plane. 
Note that the Strouhal number varies along such a curve. The authors 
observed that, for intermediate Mach numbers, the trajectory displays 
two local maxima in the growth rate, corresponding to the match be-
tween both mechanisms in accordance with experimental evidence.

Link between the incompressible and the compressible regimes

Initially, the feedback aeroacoustic model proposed by [18] was 
made to match the mode evolution as a function of the Mach num-
ber  (see Eq. (4)), and was restricted to the compressible regime. In 
the incompressible regime, where the pressure feedback is instanta-
neous, its applicability remains controversial. However, in [27], the 
authors argue that the feedback aeroacoustic mechanism is also valid 
in the incompressible regime. They first showed that the frequency 
and the shape of the unstable global modes in the incompressible 
case are very similar to the ones observed at very low Mach num-
bers. Second, thanks to spatio-temporal (x-t) diagrams such as those 
displayed in figure 4, they showed that a common mechanism is at 
play throughout the entire range of subsonic Mach numbers, from 
M=0 to M=0.8. This figure displays the pressure of the global modes 
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Figure 4 - Spatio-temporal diagrams of the modes belonging to branch n=3 showing the pressure extracted on a segment at y=0. Three Mach numbers are 
displayed: (a) M=0, (b) M=0.4, (c) M=0.8.
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lying on branch n=3  (see Eq. (4)), extracted at the cavity mouth 
(y=0). The leading (x=0) and downstream (x=1) edges of the cav-
ity are identified by the dashed lines. The slopes of the elongated 
blue line patterns denote the celerity of the pressure waves. For x in 
[0;1] and y=0, the pressure of the global modes is characterized by 
patterns that are pressure fluctuations associated with the vortical 
structures of the mixing layer. For x ≤ 0, the patterns are uniquely 
due to acoustic pressure waves. For instance, considering the slope 
of the lines labeled , the convective velocity of the vortices inside 
the shear layer is nearly constant and independent of the Mach num-
ber value. Differences are only observed in the return speed of the 
feedback pressure wave (lines labeled ), which is infinite for M=0 
and finite for M > 0. This shows that the basic physics is the same 
for incompressible and compressible flows.

Turbulent regimes

The previous section dealt with laminar flows. Accounting for turbu-
lence is necessary when dealing with an experiment such as the one 
that we are going to describe. Specific CFD tools are required.
For the latter, we use a RANS code (elsA, the Onera CFD suite) for the 
base flow and global mode calculation. The base flow is still a steady 
solution of the Navier-Stokes equations, obtained from the conver-
gence of RANS simulations. The URANS version of the code is also 
used to check good agreement with the experiment.

In this section, stability calculations, unsteady simulations, both 
based on RANS equations using the k-w model of Wilcox and com-
parison with experiment are shown. Sensitivity maps are established 
from both calculation and experiment. The results are extracted from 
[28].

Flow configuration

The cavity is that studied by [5], [10] and [28]. It is a deep cavity with 
a length-to-depth ratio of L/D=0.42. The Mach number is equal to 
0.76 and the Reynolds number, based on the cavity length, is equal 
to ReL = 815000. The boundary layer thickness at the cavity leading 
edge is δ0 ≈ 10 mm. Numerical simulations were also performed, 
using the same geometry, with a Mach number of 0.8, a Reynolds 
number equal to ReL= 860000 and a turbulent upstream boundary 

layer thickness set at δ0 ≈ 2.3 mm. In both cases, the reference 
pressure signal is PRef, located at the downstream cavity edge (x=50; 
z=-0.5 mm).

Interpretation of the cavity dynamics with global modes

In figure 5(a), the unstable global modes obtained from the sta-
bility calculations (see the section “Global modes: Principle”) 
are displayed. Within the framework of the RANS equations with 
the Wilcox k-w model, a set of conservative variables is used 
( ( , , E, k, )TW = ρ ρ ρ ρ ρωU ), where E represents the total energy, k, 
the turbulent kinetic energy, and w represents the specific dissipation 
rate. Two types of global modes are obtained: the first type called 
the "Kelvin-Helmholtz branch" (red circled symbols) displays modes 
with shear layer instabilities; the second type comprises the acoustic 
modes, which exhibit lower but non-zero temporal growth rates s, 
since they result from the interaction with hydrodynamic structures. 
These modes display an intense resonant structure inside the cavity 
and in the tunnel [26] and [28]. One notes the similarity between this 
global spectrum and the one displayed in figure 2, in the case of a 
laminar flow at the same Mach number M=0.8, despite the huge 
difference in the Reynolds numbers. The frequency of the modes 
lying on the "Kelvin-Helmholtz branch" is similar, while the general 
growth rate levels are weaker in the turbulent case, due to eddy vis-
cosity effect. In figure 6, the spatial structure of two unstable global 
modes is shown through the density: the first is the lowest Strouhal 
mode (s=0.13; St=0.40) (a) and the second is the most unstable 
mode (s=0.62; St=1.5) (b). Both belong to the "Kelvin-Helmholtz 
branch”. The mode structure is similar to the one presented in [27], 
displaying vortical structures in the shear layer and acoustic pressure 
waves with a resonance pattern inside the cavity.

Returning to figure 5(b), the spectrum of the downstream pressure 
sensor, PRef, obtained with unsteady RANS simulations, is compared 
with the experimental one. Good agreement is found for the peak 
frequencies up to the fifth harmonic, whereas the sound pressure 
level is overestimated in the numerical simulation, with a difference of 
nearly 10 dB regarding the fundamental peak (St ≈ 0.4). In the same 
figure, the dashed horizontal lines represent the frequencies of the un-
stable global modes lying on the "Kelvin-Helmholtz branch" displayed 

Figure 5 - Comparison between (a) the spectrum of the unstable global modes and (b), the spectra obtained from the URANS simulation (black solid lines) 
and experiments (blue solid lines). The red circled symbols in (a) are the modes lying on the “Kelvin-Helmholtz branch” and the dashed lines in (b) corre-
spond to the frequencies of these modes.
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in figure 5(a). Again, the agreement is very good, which proves that 
a global stability analysis is able to predict the frequency of the shear 
layer modes.

In conclusion, the main physics of the cavity, as described by the 
global mode approach, is very poorly dependent on turbulence. The 
latter only alters the growth rate of the global modes. 
 	  	  

0.001

-0.002

0.001

-0.002

Figure 6 - Spatial distribution of density for the two unstable global modes (0.13; 0.40)(a) and (0.62;1.5)(b).

The passive control of cavity flows

In this last section, experimental and numerical results based on the 
same configuration as above are considered, with the presence of a 
passive control cylinder.

Figure 7 - Control map obtained by integrating the pressure spectrum of the reference sensor PRef located at the downstream cavity edge (50; -5) mm. All 
around the map, pressure spectra are displayed, comparing the reference case with the cylinder to controlled cases. The arrows indicate the cylinder position 
in the map for each spectrum.
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In the case of the control of a cylinder wake by means of a small 
cylinder, [12] introduced a formalism able to predict the stabilizing 
regions identified by [24]. The idea is to consider the eigenvalue λ as 
a function of the base flow W0, which is itself a function of the steady 
forcing f, simulating the effect of a small cylinder. We wonder to what 
extent the application of a small amplitude steady force (δF) on the 
base flow (W0 ) could modify the eigenvalue spectrum (λ). The sen-
sitivity can then be expressed using a gradient formulation:

                   	    ,f fδλ =< ∇ λ δ >                                          (5)

where  , to model the presence of a solid cylinder at the position  . Sub-
stituting δf(x,y) in Eq. (5), the variation of the eigenvalue (δλ(x0,y0)) 
for a position of the control cylinder (x0,y0) is given by:

                   0 0 0 0( , ) ( , ) ( , )x y x y x x y yδ = − δ − −0f U                     (6)

In figure 8, the sensitivity map of the lowest Strouhal mode 
((0.13; 0.40) in figure 5(a)), showing where the control cylinder 
should be placed to stabilize the flow (real part of δλ), is displayed. 
It quantifies the modification induced by the steady forcing δf on this 
unstable global mode. The stabilization region, depicted in blue, con-
tains the upstream boundary layer up to x=-50 mm (limit of the nu-
merical domain), and one part of the shear layer. This control region 
is very similar to the experimental control region displayed in figure 7.

Conclusion

In this article, we first present results concerning a laminar case: the 
flow over an unconfined square cavity flow at a Reynolds number of 
7500. Global stability results for Mach numbers ranging from M=0 
to M=0.9. By analyzing the evolution of the growth rate (σ) and the 
frequency (ω) of the unstable global modes obtained, two main ob-
servations have been made. First, the unstable modes display a local 
growth rate maximum, where both driving mechanisms (the feedback 
aeroacoustic and the acoustic resonance mechanisms) intersect. 
Second, the applicability of the feedback aeroacoustic mechanism 
at very low Mach numbers, including the incompressible regime 
(M=0), has been exemplified at different Mach numbers thanks to 
spatio-temporal diagrams.

Then, results from numerical simulations, including global modes, 
unsteady simulations and sensitivity analysis, were compared to 
experimental data, with and without the passive control cylinder. It 
appears that the linear global stability analysis of RANS equations 
(k- ω model of Wilcox), is able to capture the unsteady non-linear 
cavity flow dynamics. Finally, the sensitivity analysis succeeded in 
predicting the stabilization region, where the flow is controlled by 
means of a small control cylinder 

Experimental control map

To make the cavity control map, the cylinder (d=2.5 mm) is moved 
within both the upstream boundary layer and the shear layer. The 
acoustic energy of the reference pressure sensor PRef, located at the 
downstream cavity edge ((50; -5) mm), is calculated for each posi-
tion of the cylinder. It is then compared with the acoustic energy of 
the cavity without cylinder. In figure 7, the control map of the cylinder, 
i.e., the ratio of the acoustic energy between the controlled and the 
uncontrolled situation, is displayed. In the blue regions, the control 
cylinder is effective in reducing the acoustic energy, while it is not in 
the red regions. First, we observe that, for x< -10 mm, the control is 
effective in the entire upstream boundary layer for zd /d < 2. Looking 
at the position x=-5 mm, we retrieve the results from [10]: the control 
fails if zd /d ≤ 0.4 and zd /d ≥ 2. Second, the control is also effective 
in the upstream part of the shear layer for zd /d in [-0.7; 1.2] and x 
up to 25 mm.

Sound Pressure Level spectra (in dB), comparing the reference case 
to the controlled cases for different cylinder positions, are also dis-
played in figure 7. Control may lead to a reduction of the dominant 
cavity tones from 160 dB to 120 dB (see control location (-10;2) 
mm). The control efficiency seems to be related to the strength of 
the Von-Karman vortex shedding, which may be monitored at PRef. 
The cylinder Von-Karman frequency (St=fd/U∞ ≈ 0.2) is visible for 
the control locations (x,z)=(-70;2) mm and (-10;2) mm, for which 
the control is effective. Also, it is seen that the control is ineffective 
when the cylinder Von-Karman frequency is not seen (see location 
(x,z)=(-5;0.5) mm), or when the control cylinder wake does not di-
rectly interact with the mixing-layer (see location (x,z) = (0;9) mm). 
Hence, the control is effective when the turbulent stresses associated 
to the Von-Karman vortex street efficiently diffuse the mixing layer 
and thus change the mean-flow. However, this appears not to be true 
when the control cylinder is located at (x,z) = (7.5;-1) mm in the 
shear-layer. There it is seen that the flow may be efficiently manipu-
lated while the cylinder Von-Karman frequency is only barely seen at 
PRef. These observations suggest that the addition of the small cylin-
der controls the flow by modifying the stability of the mean velocity 
field. To confirm this, in the following section we have performed a 
sensitivity study of the unstable eigenvalues to a steady forcing.

Comparison with numerical sensitivity

Figure 8 - Sensitivity map of the lowest Strouhal mode (0.13; 0.40) (see 
figure 6(a)), displaying the growth rate sensitivity (δσ) to a steady forcing 
δf, imitating the effect of a small cylinder on the flow.
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T    he increase of the thrust-to-weight ratio of modern gas-turbine engines results in 
higher loads and a reduced number of blades and stages for the compressor. The 

designer must ensure the acceptable performance of each compressor stage (effi-
ciency and stable operating range) and control the rising risk of blade boundary layer 
separation. This can be obtained using passive or active control devices which act 
on the behavior of the tip leakage flows or the endwall corner stall when the operating 
point gets closer to the stall or surge limit (compressor). This study focuses on casing 
treatments, with axisymmetrical and non-axisymmetrical slots, on injection or recir-
culating grooves, which are efficient approaches to extend the stable operating range, 
especially by increasing the stall margin of a compressor system while the efficiency 
penalty must remain as small as possible. The hub corner stall is controlled by aspira-
ted compressor and vortex generators.

Introduction

The current trend in gas-turbine engine design is to increase the th-
rust-to-weight ratio. This leads to a compressor design with higher 
aerodynamic loads and a reduced number of blades and stages. The 
pressure rise per stage and the efficiency must be increased. Never-
theless, the increased blade loading tends to decrease the stall margin 
and therefore the stable operating range of compressors. Many pas-
sive or active control devices are used to increase the efficiency and/
or the stable operating range of the compression system without any 
penalty on other performance parameters.

The aerodynamic stability of a compressor is limited by the behavior 
of the tip leakage flows or the hub corner stall when the operating 
point gets closer to the stall or surge limit. One approach to increase 
the compressor stability consists in the use of casing treatments, 
such as circumferential, non-axisymmetrical or axial skewed grooves 
to control the tip flow. Some authors focus on the extension of the 
operating range using casing treatments delaying stall limit ([13]
[16][43]). Nevertheless, the casing treatment can induce additional 
losses at peak efficiency condition. According to earlier research, the 
stall margin increase varies between 6 and 10% and the variation 
of efficiency is about ±0.5% compared to a smooth casing confi-
guration. The efficiency of the casing treatment depends on the slot 
location. Rabe and Hah [40] show that grooves close to the trailing 
edge seemed ineffective. The influence of the groove position was 
also studied by Perrot et al. [39]. The configuration consists of five 
circumferential grooves. They reported that for this configuration only 
the first groove has a beneficial effect at near stall operating condi-

tions and increases stall margin, while the second one improves the 
pressure ratio and efficiency. This influence of the groove position 
was also observed by Legras et al. [29].

Another approach to control the flow near the rotor blade tip is based 
on the injection of high momentum fluid and/or bleed of low momen-
tum fluid. The combination of injection and bleed leads to recircula-
ting flow: the compressor static pressure rise induces a recirculation 
of high pressure flow from the rear to the front of a rotor. This can 
be achieved by either a single bridge, which creates a natural flow 
from TE to LE, or experimentally by two separate devices: one for 
the suction and another for the blowing. Hathaway [23] investigates 
the influence of the injection, bleed and recirculation applications 
on the operating range. The latter can be increased up to 60% with 
bleed near the trailing edge, 38% with fluid injection upstream of the 
lower momentum region and 64% with recirculating flow where the 
massflow rate reaches 1.9% of the choke massflow rate. Suder et al. 
[48] found that the tip injection increases stability. The stalling flow 
coefficient can be reduced by 6% with an injected massflow which is 
equal to 2% of the annulus flow. The extension of the stable operating 
range was also investigated by Weigl and Spakovsky ([44][45][50]).

The hub or casing corner stall is also a source of important losses and 
can be the cause of stall or surge. The injection and bleed techniques 
can be used to control this kind of flow. Several authors found the 
beneficial effect of the boundary layer suction at the endwall and/or 
at the blade wall ([12][17][37][41]). Another approach is based on 
the vortex generators (VG). Their induced vortices mix high and low 
momentum flow near the wall, allowing the boundary layer to over-
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come a strong adverse pressure gradient. Chima [11], Hergt et al. 
[25], Ortmanns et al. [36] applied VG to control the secondary flows, 
especially the hub or casing corner stall. In aircraft applications, they 
are usually employed to delay stall.

This paper does not deal with the technology involved in the control 
device but focuses only on the methodology to simulate the aero-
dynamic effect of the control device. It is also important to keep in 
mind that the purpose of this paper is not to give a deep and exhaus-
tive physical analysis of turbomachinery flows subjected to control 
methods, nor to give advice concerning the best way to perform an 
efficient flow control. That would be a difficult challenge far beyond 
the scope of this paper. Our goal here is more to give a synthetic 
overview of handy numerical methods developed at Onera, which can 
be used by aero-engine designers in an industrial context in order to 
investigate control techniques and optimize control devices. Ongoing 
numerical activities carried out at the Applied Aerodynamics Depart-
ment of Onera for passive or active flow control devices applied in 
turbomachinery are presented below. The methodology developed for 
flow control within a CFD analysis is described first. Investigations on 
flow control, especially on the compressor side, are reviewed: (i) tip 
leakage flow control considering axisymmetrical and non-axisymme-
trical casing treatments, (ii) tip flow control with the help of suction, 
blowing or recirculating grooves, (iii) secondary flow and boundary 
layer flow control by using vortex generators or aspiration devices.

Methodology

The elsA solver, developed at Onera since 1997, is a multi-applica-
tion aerodynamic code based on a cell-centered finite-volume dis-
cretization in structured meshes. From the solution of the compres-
sible, three-dimensional Reynolds-averaged Navier-Stokes equations 
(RANS), the elsA solver has been developed to handle a wide range 
of aerospace configurations such as aircrafts, space launchers, mis-
siles, helicopters and turbomachines ([7][8]). A large variety of tur-
bulence models, ranging from algebraic to non-Boussinesq modeling, 
have been implemented.

The centered space-discretization scheme of Jameson or the upwind 
Roe-MUSCL solver are some of the classical second-order space-
discretization schemes used for turbomachinery applications. A 
second-order accurate Roe scheme is used for the transport equa-
tions of turbulence models. Several time-integration schemes can be 
considered to perform steady and unsteady computations. Explicit 
or implicit schemes, such as a pseudo-time approach (Dual Time 
Stepping) or the Gear Method, are available. Time integration can be 
solved either by an implicit residual smoothing phase with a 4-step 
Runge-Kutta technique, or by an implicit LU scalar relaxation phase 
associated with a backward Euler scheme. In steady flow assump-
tion, standard convergence acceleration techniques, such as local 
time stepping and multi-grid methods improve the convergence rate, 
thus reducing the global CPU time.

Suitable boundary conditions for turbomachinery configurations have 
also been implemented, in order to compute steady flows: coincident 
and non-coincident matching conditions have been developed for the 
treatment of the periodicity condition and a steady multi-stage condi-
tion using pitch-averaging for the treatment of the rotor-stator inter-
face. Physical boundary conditions include different types of inlet, 
outlet and wall conditions.

For structured-grid flow solvers, a major issue is the difficulty in gene-
rating meshes around complex configurations. One way to alleviate 
this problem is to use the Chimera technique ([3][4]), which has been 
widely developed in the elsA software ([5][26]) and applied to turbo-
machinery configurations [9]. This overset grid approach operates as 
a matching condition between blocks that overlap and can be gene-
rated independently around each body. Any grid can overlap with an 
arbitrary number of other grids, which may overlap themselves. The 
RANS equations are solved on each grid system and transfers are then 
performed between overlapping grids by interpolation of the conser-
vative and turbulent variables, first at overlapping boundaries and then 
around blanked mesh-cells lying inside solid bodies. A cell search pro-
cedure is performed using an alternating digital tree research algorithm 
(ADT) [6] which determines the donor cell and the interpolation coef-
ficient for a given target cell. Multiply-defined walls are treated using 
the Schwarz algorithm [42] for interpolation coefficient calculations. 
Several hole-cutting techniques have been developed, including the 
Object X-Ray technique, originally developed by Meakin [31].

A major advantage of the Chimera method is that it significantly sim-
plifies the process of mesh generation by using overlapping grids. 
Different parts of the grid can therefore be generated independently: 
for example, the blade channel can be constructed on one side with 
a family of coincident structured blocks, while and a second family 
of structured coincident domains can be generated on another side 
(eventually with a different grid generator) to mesh a technological 
component or a control device. This approach is also very well suited 
for parametric studies on the characteristics of the technological 
components or the control actuator, since there is no need the re-
mesh the entire configuration.  For example, while investigating the 
impact of the size or of the position of a technological effect on the 
flow field, it is only necessary to modify the grids associated with this 
geometrical component.

Tip Blade Flow Control

Axisymmetric Casing Treatment

The casing treatment consists of slots or grooves within the rotor ca-
sing and is used to extend the surge margin of the compressor ([22]
[24]). Two sets of casing treatment are studied. The first one, called 
“HCT”, is based on the work of Müller et al. [34] and the second one 
“SCT” is based on the work of Legras et al. [27]. The location of the 
first slot, the height, width and spacing of the slots are normalized 
by the axial chord Cax at the blade tip. The HCT and SCT normalized 
values are summed up in table 1. The main discrepancy between the 
two casing treatments concerns the slot height h and the location of 
the leading edge of the first slot XLE. The height, width and spacing 
of the slots, the leading edge of the first slot and the slot number are 
schematized in figure 1.

The considered test-case is the first rotor of the 3.5-stage research 
compressor CREATE. This compressor is representative of median or 
rear stages of a modern, highly loaded multi-stage compressor. For 
the CREATE facility, the number of blades of each rotor and stator is 
a multiple of 16. The rotational speed is 11500 rpm and the design 
massflow is 12.7 kg/s. Experimental data have been obtained through 
detailed instrumentation of the compressor, using both pneumatic 
measurements and laser Doppler anemometry techniques on several 
measurement planes. The measurements are performed in the circu-
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mferential direction at different constant radius locations downstream 
of each row. Since the spatial periodicity of the compressor is 22.5°, 
the azimuth measurements allow aerodynamic phenomena interac-
ting over a complete spatial period to be represented. A detailed des-
cription of the compressor is provided by Touyeras and Villain [49] 
and by Arnaud et al. ([1][2]).

Figure 1 - Schematic view of casing treatment

Since the casing treatment is axisymmetric and the numerical do-
main is an isolated row, steady simulations are performed using the 
Chimera approach. A fully turbulent flow assumption is made and 
the Spalart-Allmaras turbulence model has been considered [46]. The 
computational domain consists of one rotor blade channel and six 
casing treatment slots. The mesh is composed of 5.5.106 points. The 
values of y+ at the blade wall are lower than 1 in the entire domain.

The radial velocity field is depicted in figure 2 at three given azimuths 
and one selected radius. The operating point is the nominal point for 
the three simulations. The tip leakage vortex can be identified by the 
alternation of negative (blue) and positive (red) radial velocity on the 
constant radius plane. The casing treatments strongly modify the 
flow and vortex development in the vicinity of the blade tip. Due to the 
grooves, the expansion of the tip leakage vortex is limited in the direc-
tion perpendicular to the blade chord. For both simulations with slots, 
the impingement point of the tip leakage vortex on the adjacent blade 
is located downstream of the reference point. This modification of the 
tip leakage vortex trajectory is one reason for the stall margin increase. 
It should be noticed that all casing treatments induce a slight reduction 
of the isentropic efficiency. The main discrepancy between the two 
slot configurations concerns the flow topology within the casing treat-
ments. A large part of the HCT is useless as the radial velocity is close 
to zero and the two downstream grooves have a small influence as the 

casing treatment acts significantly in the vicinity of the tip leakage vor-
tex appearance. Thus, the position and height of the casing treatments 
are important parameters for the slot design. As a general rule, the 
design of the casing treatment depends strongly on the configuration 
and should be designed simultaneously with the rotor blade tip.

	    (a) Without casing treatment

	    (b) With casing treatment (HCT)

	    (c) With casing treatment (SCT)
Figure 2 - Radial velocity field. Negative and positive values are respectively 
in blue and red

Normalized values Location of the slot leading edge Width Height Spacing Slot number

HCT LE+15.25%Cax 0.0976Cax 0.2927Cax 0.04878Cax 6

SCT LE-5%Cax 0.109Cax 0.0763Cax 0.0545Cax 6
 

Table 1: Casing treatment characteristics, extracted from [34] and [27]. LE and Cax mean respectively rotor leading edge and rotor axial chord length
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Non-axisymmetric Casing Treatment

Many experimental and numerical works achieved in the past have 
shown the interest of using casing treatments on compressor configu-
rations, in order to extend stall margins. Investigations on the impact of 
non-circumferential casing treatments have been performed at Onera 
([10][28]). An unsteady Chimera approach combined with a phase-
lag technique has been developed in the elsA code to simulate non-cir-
cumferential casing treatments and the unsteady interactions between 
rotors and slots. The configuration is the experimental transonic rotor 
tested at the School of Jet Propulsion, Beijing University of Aeronautics 
and Astronautics (BUAA), composed of 17 rotor blades with 9 slots 
per blade passage ([30][35]) as represented in figure 3. A view of the 
grid is presented in figure 4 (left), the two families of blocks (channel 
and casing treatment) overlap in the meridian plane in order to ensure 
continuity of the flow field at their interface. The computational domain, 
composed of one rotor blade channel and one casing treatment slot, 
is meshed with a 13 block structured grid including 3.106 points. The 
values of y+ at the blade wall range from 1 to 2. 

1 - Inlet plane: one total pressure comb

2 - Outlet plane I: one fast response pressure probe, 

     monitoring the onset of rotating stall

3 - Outlet plane II: two total pressure combs

Figure 3 - Cross-section view of the test section (top) and sketch of the slot 
type casing treatment (Lin et al. [30])

The Chimera method developed enables the capturing of the unsteady 
flow migrations between the slots and the rotor channel, as can be 
seen in figure 4 (right), which represents a snapshot of the radial 
velocity distribution near the casing. Two zones can be distinguished: 
the zones of positive radial velocity in the downstream part of the slot, 

corresponding to the flow entering into the casing treatment, and the 
zones of negative radial velocity, where the flow is reinjected into the 
rotor channel. 

Figure 4 - Left: BUAA overset grids. Right: snapshot of the radial velocity 
distribution near the casing

Figure 5 - Experimental and computed compressor maps

The experimental and computed compressor maps are presented in 
figure 5; the pressure ratio and the isentropic efficiency are plotted as 
a function of the massflow. Smooth wall calculations (SW), perfor-
med by removing the computational grid of the slots are compared to 
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casing treatment (CT) configurations, for two rotation speeds (60% 
and 100% of the rotor design wheel speed). Both experiments and 
CFD analysis show that the slots enable to increase the stall margin 
of the rotor, even if the extension improvement is underestimated in 
CFD. At nominal rotation speed, the casing treatment also induces a 
slight penalty on the peak efficiency and on the chocking massflow 
rate.  The underestimation of the stall margin increase can be explai-
ned by the fact that the method is based on a phase-lag assumption, 
which assumes that the flow is periodic, this hypothesis being far 
from true near stall. Nevertheless, the key point is that a significant 
impact of the casing treatment is observed in the calculation. Results 
obtained with the experimental BUAA configuration show that the 
method correctly reproduces the effect of the stall margin increase 
induced by the casing treatments, even if the stall margin increase is 
underestimated in the CFD analysis.

Tip Blade Suction and Blowing, Recirculating flow

Casing treatments are passive control devices, since no external 
energy source is required. Active control devices have been also 
investigated, as supplying momentum in the main flow path using 
an axisymmetric groove. The injected massflow can be provided by 
an aspiration slot located downstream. In this case, a recirculating 
flow occurs (figure 6). The current study focuses on three configura-
tions. The main characteristics of these configurations are reported in 
table 2. The configuration RF1 is based on the work of Hathaway [23].

The experimental facility is again the first rotor of the research 
compressor CREATE, which has been described in the previous 
section. The blowing and suction grooves are included in the 
simulation using the Chimera method. The computational do-
main consists of one rotor blade channel and the active control 
grooves. The mesh density is 4.5.106 points for the CB configu-
ration and 4.7.106 points for both recirculating flow configura-
tions. The values of y+ at the blade wall are lower than 1 in the 
entire domain.

Figure 6 - Schematic set up of the recirculation device (RF1 configuration)

Figure 7 shows the entropy distribution at several axial planes in the 
main flow path at the nominal operating point. The modification of the 
topology of the tip leakage vortex is observed. As for the casing treat-
ments, these devices limit the expansion of the tip leakage vortex in 
the direction perpendicular to the blade chord. Moreover, the entropy 
is a rational measure of loss in an adiabatic machine [15]. The entro-
py field shows the significant reduction of the high loss levels with the 
active control device CB. The losses induced by the tip leakage vor-
tex are lower and the radial and azimuthal extension of the high loss 
area is smaller. This reduction is increased with the RF2 case. The 
casing boundary layer thickness and the losses are smaller than the 
CB ones. The RF2 seems to be the best active control device of this 
study. The configuration RF1 decreases the casing boundary-layer 
thickness significantly, but the loss extension is still large, especially 
in the radial direction.

Configuration CB (Casing Blowing)
RF1(Recirculating flow

configuration 1)

RF2(Recirculating flow

configuration 2)

LE of the blowing groove LE – 9.5%Cax LE + 30 %Cax LE – 9.5%Cax

Width of the blowing groove 3.8%Cax 10 %Cax 3.8%Cax

Blowing massflow 1% nominal massflow 1.9% choke massflow 1% nominal massflow

Angle between the blowing groove axis 

and the rotation axis ‘x’, in (x,R) plane
14° 30° 15°

LE of the suction groove - TE + 5 %Cax TE + 5 %Cax

Width of the suction groove - 10 %Cax 10 %Cax

Suction massflow - 1.9% choke massflow 1% nominal massflow

Angle between the suction groove axis 

and the rotation axis ‘x’, in (x,R) plane
- -30° -30°

Table 2 - Characteristics of active flow control devices. LE and Cax mean respectively rotor leading edge and rotor axial chord length

w: width
XLE: leading edge of the groove
: angle between the groove axis and the "x" axis
BG: Blowing Groove
SG: Suction Groove
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	 (a) Without control device	 (b) With active control device (CB)

         
	 (c) With active control device (RF1)	 (d) With active control device (RF2)

Figure 7 - Entropy field in the main flow path. The blowing and suction grooves are hidden
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Corner and Boundary Layer Flow Control

Aspirated compressor

Experimental investigation

Among flow control techniques investigated to overcome boundary 
layer separation in highly loaded compressors, Merchant et al. ([32]
[33]) and Dang et al. [14] showed that aspiration by boundary layer 
suction is very promising. In particular, their work has shown that to 
fully take advantage of aspiration, this flow control technique must 
be incorporated into the compressor blade design process as early 
as possible.

Consequently, a 2D direct design method for subsonic aspirated com-
pressor blades was developed at Onera [18]. It provides a simple, fast 
and reliable means to include aspiration in compressor blade design. 
It combines a passive separation control with curvature and diffusion, 
with an active flow control by aspiration ([18][19][20]). One advan-
tage of this approach is to set the aspiration massflow rate necessary 
to re-attach the flow, quasi-insensitive to inlet Mach number. Conti-
nuing the previous developments of this method carried out on a 2D 
curved diffuser [19] and a 2D subsonic aspirated compressor profile 
[20], its validation on a test cascade is presented in the following 
sections [21]. It is intended to show the viability of the aspiration stra-
tegy and design criteria as well as the numerical tools and methods 
employed during the development of this method. 

The aspirated cascade blade shown in figure 8-b is built by extrusion 
of the aspirated blade profile in figure 8-a. The cascade is composed 
of twelve aspirated blades (marked 1 in figure 8) airtight cantilevered 
in glass endwalls. With the aid of an auxiliary fan (marked 5 in figure 
8), the boundary layer is aspirated by the slot and driven through 
the blade cavity, then extracted outside of the cascade at each end 
of the blade (small blue arrows in figure 8-b). All of the blades are 
connected to aspiration plenums (marked 2 in figure 8) on each side 
of the cascade. These plenums collect the aspirated air and ensure 
the same level of aspiration for each blade. Finally, the aspirated air 
is evacuated from the plenums with pipes towards the aspiration fan. 
A CAD model of the experiment is presented in figure 8, as well as 
an enlarged picture of the cascade test section in the Laboratoire de 
Mécanique des Fluides et d’Acoustique at Ecole Centrale de Lyon 
(LMFA).

During the experimental phase of the validation process, the main 
objective is to determine the performance of the aspirated cascade 
at mid-span, where the flow surrounding this location approaches 2D 
conditions. The other objective is to assess the potential of the design 
method in severe off-design conditions. Thus, the measurements are 
performed for an inlet flow angle equal to 65°, i.e., at the off-design 
condition corresponding to +5° of incidence compared to design 
inlet flow angle of 60°. Particle Image Velocimetry (PIV) is used to 
measure the velocity in the central blade passage. The PIV set-up is 
shown in figure 8-d. 
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The velocity fields, without and with aspiration, measured by PIV 
in the central blade passage at mid-span are presented in figure 
9. They validate capabilities of flow control by aspiration and the 
relevance of the design method. These results are also remarkable 
in the sense that they constitute, to the knowledge of the authors, 
the first PIV measurements of the complete velocity field inside an 
aspirated cascade. The separated flow without aspiration in figure 
9-a, which is induced by a strong variation in blade curvature and 
diffusion, is reattached with aspiration in figure 9-b. An acceleration 
of the flow due to aspiration is clearly visible just upstream of the 
slot in figure 9-b. With the help of the velocity fields in figure 9 in 
addition to upstream and downstream measurements, the charac-
teristics of the aspirated cascade are calculated. They are summa-
rized in table 3. 
					   

M0 M1 0 1 Cq 1 DF

0.123 0.0833 64.7° 2.7° 3.3% 8.62% 0.50

Table 3 - Experimental characteristics of the aspirated cascade 

Table 3 shows that the flow deflection is approximately achieved by 
the cascade (=62°), but the aerodynamic loading represented 
by the Lieblin diffusion factor DF is approximately 60% lower than 
expected for this flow deflection. This originates from a reduction of 
the flow diffusion, mainly caused by the presence of massive cor-
ner separation invading approximately two thirds of the blade span 
in total, at the trailing edge. With aspiration, the total pressure loss 
coefficient 1 related to the blade passage reaches 8.62%. This high 
value comes from the velocity gradient in the pitchwise direction of 
cascade (visible in figure 9), passed on the total pressure profile 
downstream of the cascade. Without aspiration, the total pressure 

loss coefficient reaches 12.58%, which underlines the capacity of 
aspiration to reduce total pressure losses occurring in the cascade. 
The velocity field in figure 9-b is obtained with an aspirated mass-
flow rate of 3.3%. This value may not be suitable for practical turbo-
machinery applications since the necessary pressure difference to 
naturally aspirate this mass flow rate may not be available. Howe-
ver, the aspirated blade profile presented in this paper has not been 
optimized regarding the aspirated mass flow rate at high incidence 
angles. Therefore, this value could be improved with blade profile 
geometry modifications.

   
(a) Aspiration off	                             (b) Aspiration On
Figure 9 - Experimental Mach number contours at mid-span 

Numerical investigation

The numerical phase of the validation process aims at reproducing 
the off-design operation of the experimental aspirated cascade. Due 
to the significant 3D phenomena observed in the experiment, 3D nu-
merical computations are performed. The numerical simulations of 
the experimental aspirated cascade used structured grids as shown 
in figure 10. For an improved aspiration management, the Chimera 
technique is used to model the technological effect of the shape of 
the slot and its influence on the main flow. 

Figure 8 - Aspirated cascade (a) Blade profile (b) Cascade blade (c) Experimental setup (d) PIV setup
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The structured meshes contain approximately 3.25.106 nodes in total 
with an average y+ value at the walls equal to 1. Fully-turbulent com-
putations are performed with a Differential Reynolds-Stress Model of 
turbulence (DRSM). This kind of model is adapted to this case since 
it takes explicitly into account, without additional modeling, the strong 
curvature that the streamlines will undergo due to the geometry of 
the wall, the aspiration and the massive corner separations which are 
likely to appear. The model used here is the low-Reynolds formulation 
developed by Speziale et al. [47].

 
(a) General view                              (b) Close-up view near an endwall 
			                   (truncated)
Figure 10 - Computational grids for the simulation of the aspirated cascade 
experiment.

The comparison between the experimental and numerical results 
allows assessing the capabilities of CFD in the presence of aspi-
ration and will give further insight on factors influencing the flow 
behavior with aspiration like the aspiration distribution along the 
blade span. Due to technical reasons, this feature was not measured 
during the experiment. Thus, two different aspiration distributions, 
one uniform (named “3DU”) and one non-uniform (named “3DNU”) 
along the spanwise direction are applied and tested in the numerical 
simulations. They both correspond to an aspiration massflow rate 
of 3.3%. The non-uniform aspiration distribution profile stems from 
experimental results obtained on a simplified version of the aspirated 
blade [18].

The velocity field in the mid-span plane, obtained without aspira-
tion, is presented in figure 11-a. Given the limitations of the RANS 
approach in simulating separated flow, the general shape and axial 
extent of the separation is well rendered. However, differences in 
shape and location of the separation indicate 3D RANS simulations 
remain qualitative in presence of massive separation.

The 3D RANS simulations perform well with aspiration, as shown in 
figure 11-b and figure 11-c. Both aspiration configurations “3DNU” 

and “3DU” are able to reproduce the characteristic features of aspi-
ration described above, namely the flow acceleration upstream of the 
aspiration slot and the sudden diffusion in the region of the slot. The 
best agreement with the experimental velocity field is clearly obtai-
ned with a uniform aspiration distribution along the blade span. The 
difference with the non-uniform aspiration distribution is particularly 
visible in the velocity level upstream of the slot. 

The performance of the cascade is summarized in table 4 for both 
aspirated configurations. In this case, the diffusion factor values at 
mid-span disclose the difference of the diffusion processes due to 
the aspiration distribution along the blade span, between the “3DNU” 
and “3DU” configurations. The higher level of diffusion in the “3DNU” 
configuration, results in a higher level of the loss coefficient 1. Howe-
ver, the computed values are smaller than the experimental ones. The 
different intensity of the velocity gradient along the pitchwise direc-
tion, in the trailing edge region explains such a disparity. Without aspi-
ration, the total pressure loss coefficient calculated from numerical 
total pressure outlet profiles is equal to 11.19%. The analysis of the 
previous results shows that the aspiration distribution is also a key 
aerodynamic feature to take into account for successful design of 
highly-loaded 3D subsonic aspirated blades.

M0 M1 0 1 Cq 1 DF

3DNU 0.123 0.0670 64.7° 4.0° 3.3% 7.69% 0.63

3DU 0.123 0.0785 64.7° 3.5° 3.3% 7.43% 0.54

Table 4 - Numerical characteristics of the aspirated cascade, with 3DNU and 
3DU aspiration distribution

Vortex Generators

Secondary flow effects like endwall cross-flow or corner separation 
are responsible for a large part of total pressure losses in a compres-
sor stage. An extensive numerical study of flow control by means 
of vortex generators applied to the second stage of the CREATE 
compressor was performed in order to decrease the separation and 
reduce the losses [38]. The objective of these flow control devices 
is to produce strong vortices, which enhance mixing between main 
flow and the decelerated boundary layer at side wall. Different vortex 
generator geometries and arrangements have been considered on 
several positions in the compressor flowpath, both at the surface of 
side walls and on the blades.

	 (a) Aspiration off	 (b) Aspiration on with 3DNU aspiration distribution	 (c) Aspiration on with 3DU aspiration distribution
Figure 11 - Numerical Mach number contours at mid-span
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One critical issue is the way of representing the vortex generators 
in the Navier-Stokes calculations. Such thought was also made by 
Chima [11] who developed a body force model to simulate the effects 
of vortex generators without requiring complicated grids. In the pres-
ent work, CFD investigations were carried out without using an exter-
nal body force model but rather by discretizing explicitly the walls of 
the vortex generator in the CFD grid within the Chimera method.

All computations have been performed under fully turbulent flow as-
sumption, using the k- turbulence model. The generation of the VG 
grids is achieved independently of the surrounding grid for the smooth 
configuration. A dedicated grid generator has been developed for 
straight zero-thickness vortex generators with rectangular or triangu-
lar planforms. The grid generator enables the automatic discretization 
of single or several arrangements of vortex, at any position required 
on the side walls (hub/casing) or on the blade surface (rotor/stator). 
For each vortex generator, the effects of shape, size, incidence and 
position as well as mesh extension/refinement parameters are given 
as input data for the grid generator. The accuracy of the Chimera 
method then only depends on the mesh definition for the flowpath 
in which the VG grids are immersed, and its ability to ensure a pro-
per and accurate overlap. A typical representation of the composite 
mesh for a configuration with one vortex generator per stator passage 
ahead of a stator vane is shown in figure 12 left.

The vortex generators were sized according to the local boundary 
layer thickness and blade dimensions. Beside geometrical conside-
rations, the relative position between the vortex generators and the 
blade and above all the angle of attack relative to the local velocity 
field are of major importance for the flow control. figure 12 center and 
right illustrates grids generated for other possible vortex-generators 
configurations in the framework of the Chimera method. Other pos-
sible vortex-generators geometries have been considered within both 
numerical and experimental investigations ([25][36]).

Both steady and unsteady configurations have been investigated, 
basically considering fixed rows of vortex generators at the casing 
ahead of the stator (steady) or ahead the compressor stage (unstea-
dy). Rays of vortex generators distributed radially on the suction 
side of the stator according to Chima [11] have also been applied 
for the reduction of the corner stall. Different operating points have 
been considered. In the two following figures, we show a typical 
result for an arrangement with 3 VG per blade passage located at the 
casing ahead of a stator operating at design point. The streamline 
flow patterns are represented on the stator suction side in the boun-
dary-layer, for the uncontrolled baseline configuration (figure 13 left) 
and the controlled configuration (figure 13 right). For the baseline 

configuration, secondary flows in the stator vane passage produce 
the classical S-shaped flow patterns due to the corner separation: 
the flowfield entering the blade passage on the suction side is res-
ponsible for a cross-passage secondary-flow. For the controlled 
configuration, the three vortex generators were designed to produce 
strong counter-rotating vortices relative to the flow direction of the 
cross passage flow. The dramatic improvement in the flow pattern 
indicates a large effect on the stator vane flowfield, rising up to nearly 
half of the blade span at the end of the passage. Actually the secon-
dary flow migration is blocked by the cumulated effects of counter-
rotating vortices and the losses are reduced from the mid-height of 
the blade up to near-wall region. However, in the near-wall region, 
losses are increased for the controlled case similarly to what has 
been found and described in [36]. At off-design conditions near stall, 
a strong flow overturning especially coming from the tip leakage vor-
tex of the previous rotor is responsible for a strong shear-flow in 
the casing boundary layer. The local velocity flowfield then becomes 
aligned with the straight vortex generators and vortices are no longer 
produced. It is anticipated that VG with thickness and camber may 
be more efficient near stall.

Figure 13 - Corner stall on a stator casing for the baseline stator configuration 
(left) and reduction of the corner stall for the controlled stator configuration 
(right)
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These preliminary numerical results have shown the ability of vortex 
generators to reduce secondary flows produced by corner stall in a 
stator passage at design point. In the vortex-generator design pro-
cess, it has also been shown that a compromise must be reached 
between the vortex strength considered to reduce secondary flow 
phenomena and additional losses associated with the vortex genera-
tors and their induced vortex flows. 

Conclusion

This overview of a CFD framework for flow control analysis in turbo-
machinery applications shows that a wide range of control devices can 
be modeled and used to improve the efficiency and the operating range 
of a gas-turbine. The axisymmetrical and non-axisymmetrical slots, 
injection or recirculating grooves are efficient approaches to extend the 
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stable operating range, especially by increasing the stall margin of a 
compressor system. The aspirated compressor and vortex generators 
are also efficient approaches to control the hub corner stall.

The different passive and active control devices are applied to 
many compressors (CREATE, BUAA, etc.). The integration of seve-
ral control devices into a single application will be investigated in a 
future study.

The effectiveness of the control device depends strongly on the 
smooth configuration. A control device developed on a specific confi-
guration is not directly applicable to another case. A way to over-
come this problem is to include the control device design in the global 
process or within an optimization loop, which will be a further step 
for improving the design and the effectiveness of control devices for 
internal flows 
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Nomenclature

Latin
AVDR	 Axial velocity density ratio, AVDR=(1− Cq)·[1Vx1  / 0Vx0 ]
Cp	 Static pressure coefficient Cp = (Ps0 − Ps) / (Pt0 − Ps0)
Cq	 Aspirated mass flow rate Cq = qf  / q0 
c	 Blade chord
DF	 Lieblein diffusion factor, 
	 DF = 1− (V1 / V0 ) + (|Vy1 − Vy0 | / 2··V0 )
H	 Blade span
M	 Mach number
Pt	 Total pressure
Ps	 Static pressure
p	 Blade spacing
q	 Mass flow
Tu	 2D freestream turbulent intensity
V	 Absolute velocity magnitude
(x,y,z)	 Cartesian coordinates

Greek
	 Absolute flow angle
	 Yaw angle (pneumatic probe)
	 Density
	 Solidity
(G)	 Measurement uncertainty of quantity G
1	 Total pressure loss coefficient, regarding the blade passage :
	 1 = (1− Cq)·[(Pt1 − Pt0) / (Pt0 − Ps0)]
Subscripts
0	 Cascade inlet station
1	 Cascade outlet station
atm	 Atmospheric conditions
f	 Slot outlet station
m	 Average value
x,y,z	 Components relative to the x-, y-, z-directions

Acronyms

3DNU	 (Three-Dimensional Non-Uniform distribution)
3DU	 (Three-Dimensional Uniform distribution)
BUAA	 (Beijing University of Aeronautics and Astronautics)
CB	 (Casing Blowing)
CREATE	 (Compresseur de Recherche pour l’Etude 
	 des effets Aérodynamiques et TEchnologiques)
CT	 (Casing Treatment)
DRSM	 (Differential Reynolds-Stress Model)
ECL	 (Ecole Centrale de Lyon)
HCT	 (High Casing Treatment ([34]))

LE	 (Leading Edge)
LMFA	 (Laboratoire de Mécanique des Fluides et d’Acoustique)
PIV	 (Particle Image Velocimetry)
RANS	 (Reynolds-Averaged Navier-Stokes)
RF	 (Recirculating Flow configuration)
SCT	 (Small Casing Treatment ([27]))
SW	 (Smooth Wall)
TE	 (Trailing Edge)
VG	 (Vortex Generator)
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Practical application of active flow control is dependent upon the development of 
robust actuators that are reliable, small, easy to integrate and have no or very small 

delay. Onera is developing Plasma Synthetic Jet actuators, PSJ, in order to show the 
potential of such electrical devices to act on aerodynamic phenomena like separated 
flows. The characterization of the pulsed jet produced by a PSJ actuator is investiga-
ted with experimental techniques, helping the validation of theoretical and numerical 
studies carried out in parallel. This article mainly describes the physics of PSJ actua-
tors with numerical and experimental studies on the characterization of the PSJ device 
with and without flow and on the ability of PSJ actuators to reduce the separated flow 
region on a decelerating ramp and on an NACA-0015 airfoil. PSJ actuator efficiency 
has been quantified using the PIV technique, in order to estimate the decrease of the 
separated flow region induced by the actuation and consequently the drag reduction. 
The results show very promising effect with a separation almost completely cancelled.

Introduction

Flow control with active actuators requires efficient, robust, easy 
to integrate and low energy consumption devices. Inspired by the 
”sparkjet” device, proposed by Grossman [1] from the Hopkins Uni-
versity Applied Physics Laboratory, Onera, in cooperation with the 
CNRS/LAPLACE laboratory, is studying and developing a very pro-
mising synthetic jet plasma generator, which can produce a high-ve-
locity synthetic jet without any moving part and without any external 
fluid injection. In order to determine the operational characteristics 
of this actuator needed for flow control and to improve its concep-
tion, several studies have been conducted within the framework of 
the PLASMAERO project funded by the European Community in a 
specific task that deals with showing that these devices are able to 
postpone the trailing edge separation phenomenon occurring in a high 
lift configuration (low velocity, high incidence angle).

Description and principle of the PSJ actuator

PSJ is a zero-net-mass-flux device mainly composed of 2 electrodes 
embedded in a cavity manufactured from a ceramic material, in 
connection with the external medium, with the help of a small dedi-
cated orifice (figure 1). By applying a voltage difference greater than 
the disruptive voltage of the gas located inside the cavity (5 kV for 
Onera's actuators), an electrical arc is created between the 2 elec-
trodes, leading to an increase in the internal energy. Since the air is 

confined, the temperature and pressure increase very quickly inside 
the cavity. Fluid relaxation can be performed through a dedicated ori-
fice, producing a pulsed air jet. At the end of this blowing phase, the 
cavity pressure drops below the external pressure value, activating 
a suction stage within the cavity. The actuator is ready for another 
cycle (figure 2).

    
Figure 1 - PSJ device ( 8mm), generated micro-jet

Figure 2 - Principle of PSJ functioning - (from [1])

Stage 1:
Energy

Deposition

Stage 2:
Discharge

Stage 3:
Recovery
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Video 1 - PSJ micro-jet characterisation. Schlieren visualisation
http://www.aerospacelab-journal.org/al6/plasma-synthetic-jet-actuator-
physics-modeling-and-flow-control-application-on-separation

The characteristics of this device depend on the cavity geometry, 
the energy deposition and on the electrical parameters. In order to 
create the discharge, a high power supply is essential. Developed 
by the Laplace laboratory, the solution using a low voltage power 
supply associated with a high voltage transformer (m) and a transis-
tor (IGBT) has been chosen, (figure 3) [2]. The IGBT can be easily 
controlled to adjust the frequency and the energy accumulated within 
the transformer.

Figure 3 - Capacitive power supply

This power supply can control the frequency, the phase and the ener-
gy dissipated in the discharge for each device itself. The maximum 
frequency actuation is 2000 Hertz for a capacitor value of 20 nF and 
can be increased for lower capacitor values. The delay can be undepen-
dably fixed for each PSJ (the precision is less than one micro-second).

Electrical characterization of the PSJ

The PSJ actuator is connected to the capacitor by means of a wire, 
which is modeled as an inductance of 2 μH and a resistance of 0.5 Ω. 
These considerations allow the calculation of the discharge voltage 
from the current and the measurement of the capacity voltage [2]. 

Figure 4 - Discharge and current voltage - C=15 nF

During the ignition time, the discharge voltage drops down to zero 
within a few nanoseconds (figure 4). Following ignition, the current 

and the voltage discharge are sinusoidal and in phase. This sug-
gests that plasma in the PSJ actuator behaves as a resistance. 
Calculations, not provided in this paper, show than the value of the 
resistance can amount to several Ohms [2]. Therefore, the plasma 
is very conductive. This explains why the temperature of the plasma 
is higher than 10,000 K. Furthermore, the maximum current is pro-
portional to the breakdown voltage and in all cases higher than 100 A 
for a few nano-seconds.

The change in the discharge luminosity has been obtained using short 
exposure time photography, taken with an intensified CCD camera 
(figure 5).

Figure 5 - ICCD images of light emission for two different capacitances 
(5 nF and 15 nF)

The maximum luminosity is however three times more intense for 
15 nF than for 5 nF. It is relevant that the luminosity of the discharge 
decreases with time; indeed, the current also diminishes with time. 
For both cases, the behavior is similar ; the discharge looks cylin-
drical, since the luminosity is shared out symmetrically between the 
two electrodes. After ignition (t> 600 ns), the discharge is homoge-
nous and the diameter of the discharge does not change. Further-
more, the height of the discharge is wider for 15nF (and covers the 
electrodes) than for 5 nF. Consequently, the 15 nF discharge heats 
a larger volume of gas and for longer times than the 5 nF discharge 
does.

Aerodynamic characterization of the PSJ

The characteristics of the micro-jet produced by the PSJ actuator 
are closely connected to the electrical energy 'Ec' loaded in a capa-
citor before being transferred to the device after the breakdown 
outbreak. This energy level depends on the breakdown voltage 'Vb' 
and the capacitor value 'C', according to the following formula: 
Ec=0.5CVb². For the geometrical and electrical configura-
tion studied, the maximal jet velocity can reach 280 m.s−1, with 
a temperature level of about 400 K (figure 6-top), depending on 
the capacitor value and on the running frequency, which can be 
of up to 2000 Hz. For a given frequency, a saturation effect ap-
pears on the velocity levels when the capacitor value is increased, 
because the heating of the device induces the dropping of the 
breakdown voltage and, consequently, a decrease in the electrical 
energy transferred during the spark discharge. The heating is also 
responsible for the velocity decrease induced when the running 
frequency is increased. Since the PSJ actuator produces a pul-
sed jet with a quasi-constant duration of 150 s, the duty cycle 
increases linearly with the frequency, as can be observed in figure 
6 – right [3] and [4]. 
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Figure 6 - Micro-jet velocities and duty cycle versus PSJ running frequency

PSJ modeling and numerical parametric study

A full model of the PSJ actuator has been developed. It includes phy-
sics insights (real gas effect, discharge modeling, etc...) and provides 
information on the gas within the cavity, as well as in the plume. The 
objective was to obtain a better understanding of the thermal energy 
transfer supplied by the arc discharge to the gas.

The model has been split into two coupled sub-models (figure 7). The 
first one deals with the energy deposition through electric arcing in 
the vicinity of the electrodes, in the absence of the cavity. It describes 
the plasma formation between both electrodes in an axisymmetrical 
configuration. This model is coupled with the RLC circuit equations 
describing the electrical supply by the external generator. The second 
sub-model focuses on the flow heating the cavity and the actuator 
operation It uses the energy distribution computed by the first sub-
model as a source term and calculates the resulting effects on the 
actuator. It provides the flow mass rate, momentum and energy at the 
PSJ's exhaust versus time. To perform a full PSJ's simulation, both 
codes are running. A simulation of the arc is first performed and then 
the PSJ's simulation is performed.

Figure 7 - Scheme of the PSJ modeling

Real Gas thermodynamic and modeling assumptions

The modeling relies on a certain number of assumptions. First of all, the 
arc created in the PSJ cavity, which corresponds to the location of the 
energy deposit, is supposed to be elongated and characterized by an 
azimuthal symmetry. Because of the strong current and of the short gap 
between the electrodes, we assume that the arc is cylindrical as well.

In this case, the complexity of the problem can be reduced to solving 
a 2D axisymmetric problem where all of the variables only depend 

on the radius r and on the height z (figure 8). Real configuration is 
genuinely 3D because of the way in which the electrodes are placed 
inside the cavity. The amount of heating provided by the arc discharge 
is so large that real gas properties must be taken into account in the 
description of the flow. The ionization and dissociation reactions at 
higher temperatures cause very strong non-linearities in the evolution 
of the thermodynamic coefficients. As a consequence, a "real gas" 
model is generally considered to compute transport and thermodyna-
mic coefficients, which must be injected into the system. In this case, 
the "real gas" representation has been made using the coefficients 
that depend on pressure and temperature calculated by Capitelli et al. 
[7], over a range that extends from 300 to 60,000 K and from 0.01 to 
100 atmospheres.

Figure 8 - Description of the geometry

Non-confined arc modeling

The arc geometry is still considered as a 2D axisymmetric problem. 
Moreover, the arc is considered to be in local thermal equilibrium (LTE) 
by looking at the high temperatures and pressures that generally cha-
racterize this type of device. Therefore, there is no distinction between 
heavy particle and electron behavior. This assumption thus offers the 
possibility of taking into account a unique temperature, to represent the 
thermal behavior of all of the species as a global single fluid. Viscosity 
effects are neglected. Thus, the flow evolution is governed by the 2D 
inviscid Euler equations, with thermal diffusion and Joule heating. Ra-
diative energy losses are also taken into account proportionally to the 
net emission coefficient (NEC), whose value is given by tables depen-
ding on Temperature and Pressure provided by the LAPLACE CNRS 
laboratory. The plasma resistance results from the conductivity, which 
depends analytically on the temperature between the electrodes. The 
current I is then obtained by the RLC circuit equations and the electric 
field is obtained from the discharge current using Ohm's law.

The modeling does not describe the arc formation step during the first 
nanoseconds. It is assumed that the initial state is known after the first 
current pulse. Figure 9 shows the pressure wave resulting from the 
energy deposition by the electrical circuit at t=5 ns.

Figure 10 shows a comparison between the experimental and com-
puted current discharge. It must be noted that, to obtain these results, 
it has been necessary to add a virtual resistance to represent the vol-
tage drops occurring in the areas close to the electrodes and which 
cannot be solved by the modeling (presence of sheaths).
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Figure 9 - Pressure wave at t =5 ns (P x 105Pa)

Figure 10 - Discharge current versus time

Simulation of the Plasma Synthetic Jet

The simulation of the working PSJ is first performed using non-confi-
ned arc modeling. An energy source distribution term is computed 
and introduced as input into the PSJ solver. Due to the geometry of 
the cavity, its cooling is only possible through convective heat trans-
fers at the walls (the heat transfer at the electrodes is neglected). A 
thermal flux has been prescribed on the wall PSJ.

Figure 11 - Simulation of the PSJ – Micro-jet velocity (m/s) inside and outside 
the cavity

At this point, the arc discharge no longer  delivers power and the fluid 
behavior is only governed by pressure and thermal gradients. This 
energy deposition generates an overpressure inside the cavity (of the 
order of 0.4 bar), which forces the high velocity flow outside the cavi-
ty. This creates velocities as high as 700 m/s within the core of the jet 

(figure 11), although the tip of the jet moves much slower (at around 
160 m/s) between 0.5 and 1 cm outside the neck of the cavity ; this 
value corresponds to the measurements for a low frequency actua-
tor). The high velocity jet assumes an arrow-shape which is visible.

Simulations of more than one discharge pulse led to the quasi-static 
periodic behavior of the actuator after approximately 25 pulses. The 
breakdown voltage depends on the initial gas state as an analytical 
function. Thus, after one pulse, the gas in the cavity is heated and 
the initial condition of the breakdown voltage will change. A simple 
breakdown voltage law is introduced in the model, to take into ac-
count the modification of the gas properties after the pulse. The quasi-
static behavior of the actuator is readily visible in 2D views of the flow. 
However, some graphs, such as the total mass contained and the 
mean fluid temperature within the cavity, show this periodicity even 
more clearly (figure 12). This simulation has been carried out for an 
actuator operating at a frequency of 1 kHz, using a 15 nF capacitor 
and a constant breakdown voltage of 2.7 kV. Once the quasi-static 
behavior is obtained, 7 mJ of electric energy are deposited in the fluid 
during each pulse. For these graphs, fluid in the nozzle has been taken 
into account as well. Quasi-static behavior is obtained after roughly 
10 ms (or 10 pulses) for all represented graphs. As from this time, 
the jet is truly synthetic, as seen in figure 12 (i.e., its net mass flow is 
null over one period). Afterwards, the jet expels about 5.2 mg (8.5% 
of the PSJ's initial mass) during each pulse, at a mass flow rate of 
approximately 49 mg/s. The fluid inside the cavity becomes relatively 
hot with a stabilized temperature never falling below 900 K.

Figure 12 - Mass and mean temperature inside PSJ cavity for the 25 first 
pulses – f=1 KHz

Parametric study

A qualitatively study of the influence of several parameters on both 
energy deposition and cavity geometry is presented. These parame-
ters were chosen around a reference actuator, composed of a 15 nF 
capacitor operating at 1 kHz, with a cavity ending in a 1 mm wide 
cylindrical neck. It should be kept in mind that, because of the inac-
curacy of the energy deposition phases (energy loss in sheaths and 
constant breakdown voltage), only qualitative differences between the 
different configurations are presented.

Operating frequency

The behavior of the actuator for several operating frequencies seems 
physically correct (figure 13): qualitatively, we observe that the higher 
the frequency is, the hotter the cavity is and the less mass is expel-
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led (because of the less efficient refill). Experimentally, the actuator 
should deposit less and less energy.

Figure 13 - Parametric study operating frequency

Actuator geometry

Figure 14 - Modeled geometries

Simulations in this section are performed for several geometries of the 
cavity neck (figure 14). Three different half-cone angles were used for 
this converging section: 90° (no cone), 45° and 27°. Arguably, this 
introduces a variation in the volume of the cavity. Even though the 
cavity volume changes slightly, figure 15 shows that, with the same 
entry section, the refill is much more efficient in the case of a conver-
ging cavity shape.

Figure 15 - Parametric comparison between geometries

Flow control strategy - PSJ / flow interaction

The strategy retained to delay the flow separation in subsonic confi-
guration is to use PSJ actuators as vortex generator devices.

Video 2 - Separation & buffet Control - PSJ micro-jet/Boundary Layer interac-
tion. Schlieren vortex visualisation - 0,2<M0<0,9
http://www.aerospacelab-journal.org/al6/plasma-synthetic-jet-actuator-
physics-modeling-and-flow-control-application-on-separation

The produced longitudinal vortices should increase the momentum 
in the lower part of the turbulent boundary layer, in order to reduce 
its sensitivity to adverse pressure gradients, as shown by Lin [5]. 
Even though experimental and numerical results on synthetic jets 
are less widespread, these devices have received a great amount 
of attention from the fluid dynamics community, as mentioned by 
Gilarranz [6].

Figure 16 - Geometric configuration implemented for the PIV measurements

The vortex generated by the interaction between the main flow 
and the jet produced by a PSJ actuator embedded in a model has 
been characterized in subsonic flow, for a zero pressure gradient 
configuration, using the PIV technique. This experimental work was 
conducted in an Onera subsonic wind tunnel. For these tests, a flat 
plate was mounted into the test section, equipped with glass win-
dows dedicated to optical diagnosis techniques. The PSJ actuator 
was located 250 mm downstream from the leading edge of the flat 
plate. The values of the pitch "" and skew "" angles for the jet 
exhaust were fixed at 30° and 60° respectively, in order to produce 
a vortex resulting from the interaction between the jet and the main 
flow. Since these angular values have been chosen from computa-
tion results performed on a continuous jet blowing configuration; 
complementary tests have been carried out, in order to check the 
suitability of this exhaust jet direction and particularly of this brief 
impact generated pulsed jet. The incoming boundary layer was 
tripped with a 0.8 mm diameter cylindrical rod, located 200 mm 
upstream from the PSJ actuator, in order to obtain a fully developed 
turbulent boundary layer in the vicinity of the jet. In this case, the 
boundary layer thickness was 8 mm for an upstream velocity equal 
to 40 m/s. The 3-component PIV technique was implemented to 
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characterize the formation of the vortex and also its convection by 
the main flow, using phase-shifting time-averaged measurements. 
The spark discharge into the PSJ actuator was chosen as the origin 
of the time scale ("To"). Figure 16 shows the geometric configura-
tion implemented for the PIV technique.

Figure 17 - Baseline Vflow =40m/s – JSP Off

The acquisition of phase-averaged velocity fields has been perfor-
med in a cross-plane configuration, for 5 equidistant "Dz" stations, 
from 20 mm to 100 mm downstream from the jet exhaust. The 
frequency of the spark discharge and then for the jet production 
was fixed at 10 Hz. The delay "T" defined to seize phase averaged 
PIV measurements was varied from 0 to 1.6 ms with a 50 s step. 
Figures 17, 18, 19 and 20 present the results obtained at the Dz=40 
mm station, for a capacitor value of 20 nF mounted in the power 
supply circuit. This capacitor value leads to an energetic level of 
90mJ transferred to the actuator. Figure 17 shows the velocity 
field obtained with a PSJ actuator switched-off (baseline case). 
Figures 18 and 19 describe the changes in the vortex (velocity and 
vorticity). The detection of the vortex can be performed using vorti-
city computation on PIV data. A vertical velocity profile obtained at 
X=-2 mm for a delay value of T=To+1 ms is presented in figure 
20, showing the momentum increase in the boundary layer, gene-
rated by the vortex resulting from the interaction between the JSP 
actuator and the flow.

 
Figure 18 - Micro-jet / flow interaction - Generated vortex (U velocity) - 
Vflow =40m/s – JSP On
 

Video 3 - Separation Control - PSJ micro-jet/Boundary Layer interaction
Vortex PIV measurement -Umoy - V0= 40m/s
http://www.aerospacelab-journal.org/al6/plasma-synthetic-jet-actuator-
physics-modeling-and-flow-control-application-on-separation

Figure 19 - Micro-jet / flow interaction - Generated vortex (vorticity) - 
Vflow =40 m/s – JSP On

Video 4 - Separation Control - PSJ micro-jet/Boundary Layer interaction
Vortex PIV measurement - Vorticity - V0=40m/s 
http://www.aerospacelab-journal.org/al6/plasma-synthetic-jet-actuator-
physics-modeling-and-flow-control-application-on-separation

Figure 20 - Micro-jet / flow interaction - Generated vortex (Velocity profile) - 
Vflow =40 m/s
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These PIV results have been exploited to extract the duration of the 
vortex in the various cross-planes (500 s). Also, the elevation of 
the vortex along the longitudinal axis has been brought to light. If 
we make the assumption that this coherent structure is convected 
with a velocity close to the upstream velocity (40 m/s), we can 
determine its trajectory along the flat plate. Figure 21-top shows the 
vortex location estimated at the various cross-plane stations imple-
mented for the PIV technique. The colors are related to the vorticity 
levels. We must note that the vortex comes up to 6 mm away from 
the wall at Dz=100 mm station. This elevation remains too signi-
ficant to obtain sufficient momentum from the external part of the 
boundary layer, in order to make it more stable and then to delay 
the separation. The vortex generated by a less energetic PSJ actua-
tor has been investigated, using a smaller value for the capacitor 
(C=5 nF / Ec=20 mJ) mounted into the electric circuit dedicated to 
the PSJ actuator power supply.

Figure 21 - Micro-jet / flow interaction - Generated vortex (vorticity) - 
Vflow =40m/s – JSP On

Figure 21-bottom shows the location of the vortex generated by 
the PSJ actuator for 2 energy levels (20 mJ and 90 mJ), obtai-
ned at 3 different "Dz" stations (Dz=20 mm, Dz=40 mm and 
Dz=60 mm). Note that reducing the energy level does not really 
affect the elevation of the vortex, but leads to a decrease in the 
vorticity levels. For the lower energy case, the vortex vanishes 
earlier. Since the jet remains very impacting, even with a lower 
energy level, the trajectory seems to be fixed by the orientation 
angles of the jet exhaust.

Separation delay on a ramp with PSJ

In order to investigate the efficiency on separation of the vortices 
generated by the interaction between the jet produced by PSJ actua-

tors and the main flow, a ramp model has been manufactured and 
wind tunnel tests have been performed. This model is composed 
of 2 parts. The first concerns an accelerating ramp followed by a 
plateau. In the downstream region of this plateau, an insert has been 
manufactured in order to receive 5 PSJ actuators (figures 22 & 23). 
The second part concerns a decelerating ramp with an angle of 20 °. 
RANS computations have been performed to optimize the geometry 
of the model.

Figure 22 - Ramp model into the WT test section

Five PSJ exhausts have been distributed along 2 lines (figure 23). The 
pitch and skew angles for the PSJ exhausts remain the same, com-
pared to the previous experiments carried out for the zero pressure 
gradient configuration (=30°; =60°). The boundary layer has been 
tripped, in order to have a fully turbulent boundary layer in the vicinity 
of the actuators.

Figure 23 - Geometry of the ramp model and location of the PSJ exhausts

Experimental results have been obtained for three different upstream 
velocities (20 m/s, 30m/s and 37 m/s), using the 2-component PIV 
technique, in order to characterize the separation generated in the 
decelerating ramp area (figures 24 & 25).
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For each aerodynamic configuration, the baseline case (PSJ OFF) 
shows the expansion of the separated flow in the decelerating ramp 
region, represented in dark blue in the figures. In the lower velocity 
case (20 m/s), the separated region starts very close to the edge 
of the decelerating ramp. The decrease in the size of the separated 
flow area induced by the PSJ action is very significant, since it can 
be noticed in the mean velocity field obtained with the PIV technique. 
Vertical profiles of the longitudinal velocity obtained in the middle 
of the decelerating ramp are given. The effect of the PSJ actuator 
running frequency is clearly shown for these profiles. Even at low 
frequency levels (100 Hz), the separated region is reduced. The best 
reduction is obtained for the maximal frequency tested (750 Hz) even 
though a saturated level seems to be achieved from the frequency of 

500 Hz. In this case, the separated region is confined to the lower 
part of the decelerating ramp. The implementation of PSJ actuators in 
the middle of the decelerating ramp could cancel this small separa-
ted flow region. The PSJ efficiency is also shown for higher velocity 
configurations (up to 37 m/s), even though the remaining separated 
area, located in the lower end of the ramp, is larger than in the case of 
the low velocity configuration. In these cases, we can also notice the 
saturation effect on the decrease of the separated area, obtained for a 
running frequency greater than 500 Hz. 

This experimental facility should be helpful to study the interaction 
between the vortices generated by a group of PSJ actuators and the 
mean flow, one of the keys of control strategy description.

Figure 24 - PIV measurements of the streamlines and the separation area, 
PSJ off and on - Vflow=20 m/s

Figure 25 - PIV measurements of the streamlines and the separation area, 
PSJ off and on - Vflow=40 m/s
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Trailing edge separation delay with PSJ 
on an NACA0015 airfoil

Validation tests concerning trailing edge separation control have been 
conducted at the "Beton" wind tunnel of the Pprime institute (CNRS-
LEA). The NACA-0015 model (chord=500 mm) dedicated to these 
PSJ tests has been previously equipped with a metallic removable 
part able to receive 20 actuators evenly distributed along a line loca-
ted 32% downstream from the leading edge. The geometry of the 
actuators implemented is given in figure 26.

Figure 26 - Location of the 20 PSJ actuators in the NACA-0015 model

The pitch and skew angles for each actuator have been fixed at 30° 
and 60°, respectively. The boundary layer is turbulent. It has been 
tripped with Carborundum dots. According to the results obtained 
from the calibration bench (figure 6), the micro-jet velocity is 200 
m/s and its duration is about 150 s. The upstream flow velocity was 
between 20 m/s and 40 m/s (0.6 million < Rec < 1.2 million) and 
the airfoil angles of attack are between 10 and 13.5°. The separation 
area depends on the angle of attack of the model, limited trailing edge, 
mid-chord and full leading edge. The limited configuration has been 
chosen, in order to check the length for which the generated vortex 
can be convected by the flow and can act on separation. According 
to the chosen flow control strategy, the geometry and the location of 
the PSJ actuators is not suitable to act on full leading edge separation.

Limited trailing edge separation

In order to estimate the efficiency of the 20 PSJ actuators on the trai-
ling edge separation phenomenon, the 2-component PIV technique 

has been implemented to obtain velocity fields in the interesting re-
gion of the studied flow, i.e., in the vicinity of the trailing edge. A laser 
source has been mounted above the test section, in order to generate 
a longitudinal laser sheet impacting the middle of the model span.

Figure 27 - Illustration of the PIV field of view

The high-resolution CCD camera (2048x2048 pixels) was aimed at 
the laser sheet in a perpendicular direction, focusing on the trailing 
edge region of the model (from 55 to 100% of the chord length), as 
well as on the immediate near-wake region (figure 27). The resulting 
resolution of the velocity field is one vector every 1.4 mm. The time-
averaged velocity fields have been computed from the acquisition of 
500 instantaneous fields, obtained at a rate of 7 Hz, in order to as-
sume the convergence of the first-order moments. This assumption 
has been validated during preliminary tests.

Furthermore, useful information was provided by 10 static pressure 
taps located in the interesting region of the model suction side (from 
x/c = 0.50 to x/c = 0.95). Each time-averaged pressure measure-
ment has been obtained from the acquisition of 1024 points at a rate 
of 200 Hz. The pressure tap measurements reveal the increase of the 
external velocity induced by the actuation in the downstream region 
of the PSJ exhaust (x/c=50 %). This effect increases with the value 
of the PSJ actuator running frequency (figure 28).

Figure 28 - Pressure distribution curves obtained for a Limited Trailing Edge 
Separation configuration (U


=20 m/s -  =13°)

The actuation efficiency on this separated flow is shown by the increase 
in the pressure gradient in the trailing edge region, computed from the 
pressure distribution curve (figure 28). Also, it can be noted that a small 
value for the PSJ running frequency affects the pressure distribution.

A first example of PIV results obtained for this configuration is pres-
ented in figures 29 and 30. The baseline case (PSJ off) is provided, 
along with the most efficient actuation obtained during these tests, 
i.e., with the maximum PSJ running frequency (750 Hz). In these 
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figures, the dark blue area corresponds to the separated flow area, 
which is no longer present for the “ON” case. Also, vertical velocity 
profiles obtained 50 mm downstream from the trailing edge, show 
a 19% drag reduction induced by the actuation (figure 31). Another 
example of PIV results, obtained with a higher Reynolds number and 
mean flow velocity is presented in figures 32 & 33.

Figure 29 - Baseline flow for a Limited Trailing Edge Separation - 
U0=20 m/s – =13°

Figure 30 - PSJ actuator efficiency on a Limited Trailing Edge Separation - 
U0=20 m/s – =13°

Figure 31 - Efficiency of the PSJ actuators on a Limited Trailing Edge 
Separation

Figure 32 - Baseline flow for a Limited Trailing Edge Separation - 
U0=40 m/s – Re=1.2 million

Figure 33 - PSJ actuator efficiency on a Limited Trailing Edge Separation - 
U0=40 m/s – =11° - Re=1.2 million

However, this configuration of limited separation shows that vortexes 
are convected by the flow on a long distance and that these PSJ ge-
nerated vortexes keep sufficient energy to act on separation even if 
actuation is located far upstream. But, the interest could be also to 
delay massive separations.

Mid chord trailing edge separation

The separation area increases with the angle of attack. A mid-chord 
separation is obtain for =11,5° for a Reynolds number of 1.3 106 
corresponding to a reference velocity of 40 m/s and the 500 mm 
chord airfoil (figure 34, baseline flow). Three Different frequency ac-
tuations have been tested. It can be observed an important delay of 
separation from the 100 Hertz frequency (figure 35). The separation 
is almost totally cancelled with the PSJ's actuation at f=250 Hz and 
f=750 Hz (figures 36 & 37).
 
Longitudinal velocity profiles along vertical lines in the vicinity of the 
trailing edge in the separation area can yield more details (figure 38). 
The red symbols correspond to the baseline flow (with a large reverse 
flow region). The blue, green and orange symbols correspond to in-
creasing pulse frequencies. As seen in the flow patterns, 100 Hz ac-
tuation reduces the size of the bubble, but there is still a reverse flow 
at the upstream station. 250 and 750 Hz completely reattach the flow 
at this station and have the same action at the downstream station.
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Figure 34 - Baseline flow - U0=40 m/s - Re=1,2 million - =11,5°

Figure 35 - PSJ on - f=100 Hertz - U0=40 m/s - Re=1,2million - =11,5°

Figure 36 - PSJ on - f=250 Hertz - U0=40 m/s - Re=1.2 million - =11. 5°
 

Figure 37 - PSJ on - f=750 Hertz - U0=40 m/s - Re=1.2 million - =11.5°

Figure 38: PSJ on - f=100 - 250 & 750 Hertz - U0=40 m/s - Re=1.2 million - 
=11.5°

Figure 39 - PSJ on - f=100 - 250 & 750 Hertz - U0=40 m/s - Re=1.2 million 
- =11.5° - Static Pressure distribution along the airfoil
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Figure 40 - Wake surveys for =11 ° to 12.5° . Baseline (red) and PSJ on 
at 750 Hz (blue)

It appears that there is no visible interest in increasing the pulse 
frequency above a given threshold, but that below this threshold effi-
ciency decreases with the frequency. These conclusions should be 
assessed more accurately and the ramp experiment is of additional 
interest with respect to this parameter.

Finally, the steady static pressure distributions on the rear part of 
the airfoil (figure 39) simply confirm the PIV results. The baseline 
flow exhibits a rather constant pressure (characteristic of a separated 
area), while the configuration PSJ on, shows a nice recompression, 
also with a slight qualitative effect of the frequency here.

Velocity profiles in the near wake of the airfoil confirm the weak effect 
at =11° because of a reduced trailing edge separation, a maximum 
effect at =11.5° on a massive separation and no effect at =12.5° 
because the separation point is located upstream of the actuation line 
(figure 40).

The important effect found for 11.5° of incidence shows that the loca-
tion of the PSJ in relation to the separation area must be precise. 
The various parameters of the micro-jet generated vortexes, including 
spacing between these vortexes and the vortex/flow interaction are a 
key point for understanding the action of these synthetic jets and the 
influence of the various parameters.

Conclusions

During the PLASMAERO project, the PSJ was developed and charac-
terized, in order to delay airfoil leading edge separation. Mass flow 
creation by plasma is used to add energy to the flow to improve it. 
The general physics of the PSJ in the flow concerns the generation of 
a series of vortices produced at the pulse frequency, which induces 
a transfer of momentum towards the wall, with a stabilizing effect on 
the turbulent boundary layer, quite similar to the case of continuous 
jets, of course with the advantage of zero mass flow. The reaction 
of the flow to the generated micro-jet is expected to be the key point 
for understanding the influence of the various parameters. The basic 
ramp configuration has been a very useful tool to better understand 
the physics of this action and to determine the parameters driving the 
efficiency of these devices 
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C	 Capacity of the power supply capacitor
E, Ec	 Energy transferred to the Plasma Synthetic Jet
IGBT	 Insulated-gate bipolar transistor
F	 Frequency of the discharge (Hertz)
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Flow Control: the Renewal of Aerodynamics?

Empirical Model for the Evolution 
of a Vortex-Pair Introduced 

into a Boundary Layer
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A linear, empirical, low-order-model was developed with the aim of describing the 
evolution of a 2D vortex-pair ejected into a boundary layer from a slot-in-the-wall. 

The model describes the evolution of a counter-rotating pair of Lamb-Oseen vortices in 
the proximity of a wall on which a cross-flow Blasius boundary layer exits. Two inputs 
from experimental measurements are used. First, the initial locations where the vortices 
form and pinch-off from the excitation slot boundary layers. Second, the time evolution 
of the vortex circulation in still-air. With this input, the model predicts the trajectories 
and vorticity distribution during the interaction. Such a model could be a viable tool 
for the development of a low-order-model to be implemented as a simplified boundary 
condition in CFD simulations, with the aim of reducing the requirement to fully resolve 
the vicinity of the excitation slot in active flow control simulations.

Introduction

In the words of Saffman [1] relating to vortex rings: "…one particular 
motion exemplifies the whole range of problems of vortex motion…
vortex rings…Their formation is a problem of vortex sheet dynamics, 
the steady-state is a problem of existence, their duration is a pro-
blem of stability and if there are several, we have a problem of vor-
tex interactions". It could be added, if we generate desired vortices 
in a shear layer – we have flow control. Boundary layer sensitivity 
and adaptivity to high-amplitude periodic-excitation emanating from 
a slot-in-the-wall is a determining stage in the efficacy of Active Flow 
Control (AFC) systems. Understanding the governing mechanisms of 
this interaction and identifying its leading parameters and their optimal 
values, will allow the boundary layer evolution (e.g., separation delay) 
to be managed efficiently. Arriving at a CFD design tool is of immense 
practical importance while the necessity of properly resolving the 
actuator-slot region is a limiting factor. Therefore, modeling the inte-
raction and providing a low-order, simplified boundary condition for 
CFD simulation is highly desired.

The inherent complication of even the most conventional AFC appli-
cation, such as boundary layer reattachment, is expressed by the 
large parameter space that the designer must optimize. This parame-
ter space is a collection of the baseline flow parameters (boundary 
layer Reynolds number, turbulent vs. laminar flow, pressure gradient, 
curvature and more) as well as the excitation parameters (steady vs. 
oscillatory, slot/hole location and orientation, magnitude (peak slot 
exit velocity is currently used), frequency and more, as presented by 
the relevant Strouhal, Reynolds and Stokes numbers.

The aim of the experimental part of the study [2-4] was to metho-
dically isolate and document the effects of the governing parame-
ters of this complicated problem, with an emphasis on the excitation 
parameters. The huge parameter space was limited to the case of 
a laminar boundary-layer with zero pressure-gradient and to Zero-
Mass-Flux (ZMF) oscillatory excitation from a slot-in-the-wall. The key 
parameters under study were the excitation magnitude, frequency, 
orientation (wall normal, upstream or downstream directed shallow-
angle excitation) and frequency (only pure sine excitation would be 
considered here), maintaining nominally 2D conditions. Two-dimen-
sional Particle Image Velocimetry (PIV) measurements, as well as 
hot-wire, temperature and pressure measurements were performed, 
in order to achieve high spatial and temporal resolution of the physical 
processes taking place during the complex interaction. 

The nature of the excitation in quiescent fluid was initially studied [2], 
[4], in order to document the effect of each of the leading parameters 
without the presence of the cross-flow boundary layer. The measu-
rements show that different boundary conditions at the actuator's 
exit-slot dictate an entirely different vorticity dynamics, which results 
in different initial vortex circulation, different formation locations, dif-
ferent decay rates and circulation signs that "survive" to later interact 
with the boundary layer and significantly different vortex convection 
velocities.

A threshold excitation magnitude was identified, in agreement with 
published vortex escape criteria [5]. When the excitation magnitude 
was lower than the threshold, the vortices were sucked back into the 
actuator cavity and the average external flow field remained practical-
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ly stagnant. For supercritical cases, in which the excitation magnitude 
was sufficient to release vortices, the vortex circulation and convec-
tion velocity were found to approximately scale with the excitation 
magnitude [4]. 

The interaction of the excitation with the cross-flow laminar-bounda-
ry-layer was measured and is currently being analyzed and modeled. 
The excitation direction was found to be a leading parameter when 
considering the resulting vorticity dynamics. Details of the vortex 
circulation and trajectories will be presented and compared to the 
model. In practical terms, upstream directed excitation was the most 
effective in tripping a sub-critical boundary layer [3]. Downstream 
directed excitation was proven to be the most efficient for applications 
such as boundary layer reattachment due to the increased skin-fric-
tion, whereas wall-normal excitation was the least effective configura-
tion tested in the context of practical active flow control applications. 
However, for simplicity and convenience, we initially model the wall-
normal excitation boundary-layer interaction.

The process of vortex generation due to high-amplitude slot or hole 
excitation is tightly linked to the physical process enabling the genera-
tion of vortex rings in still fluid [6]. The vorticity ejected from the inner 
slot-channel during the blowing part of the cycle is generally accepted 
[7] to determine the resulting vortex circulation.
 
While the analogy to vortex ring generation by a piston-and-cylinder 
arrangement is quite appealing, especially for ramp-up-ramp-down 
piston motion, it breaks down because the piston only moves out and 
comes to a halt. This contrasts with the nature of the ZMF actuator 
generating high-amplitude excitation, for which half of its operation 
cycle is characterized by suction.

Models for the development of ZMF excitation in still air are rare. One 
example can be found in [8], which presents a low-order-model of 
computationally generated ZMF excitation in still-air. The authors use 
Proper Orthogonal Decomposition (POD [9]) to model the flow field 
in the actuator vicinity and show that only four modes are needed to 
represent this simple flow quite successfully. However, it is clear that 
this simplicity and low order cannot be maintained in more complex 
situations and certainly will not be capable of predicting situations 
dominated by cross-flow, three-dimensionality and transition to tur-
bulence. An idea on the complexity of real-life 3D interaction of jets in 
cross-flow can be gained from [17]. 

Models describing vortices moving towards a wall are relevant to the 
current application, with the motion direction reversed. Such models 
take into account the image vortex system due to the vicinity of the 
wall. Lamb [10] proposed a simple model to describe a vortex-pair 
interaction with a wall. Clearly, away from the wall, the 2D vortices 
induce a constant velocity on each other, leading to their constant 
convection rate and straight, wall-normal trajectory. As the vortex 
pair approaches the wall, the image vortices have a growing effect, 
pushing the vortices away from each other. The trajectories were also 
computed as (for constant circulation): ( )2 2 2 2 2

1x x y x y+ = , where y 
is the wall normal direction and x the wall tangential direction, with the 
origin at the slot exit (see figure 3) and 2x1 is the separation between 
the vortices in the pair far from the wall. Certainly, a family of such 
trajectories can be found to pass through every set of initial vortex-
pair locations, x=±x1  and y=y1. The challenge, as in the model to 
be detailed in this paper, is to select a relevant initial vortex-pair loca-
tion, and define its circulation based on a given actuator design. More 

importantly, derive actuator design laws that will maximize the desired 
alternation in the boundary layer vorticity distribution.

A family of point-vortex models has been developed by Karwiet [11] 
and Sheffield [12], describing the motion of a vortex pair close to an 
opening in a wall or a pipe inlet. Case I in the work by Sheffield is 
actually the closest in geometry to the present wall-normal excita-
tion. As Karweit explains: "if the hole (opening) is large enough, the 
vortices will pass through; if it is too narrow (relative to the distance 
between the vortices), they will separate and follow diverging paths 
without going through". In the words of Sheffield: "If the vortex pair 
starts too close to the wall, then it will not travel away from the wall, 
but into the channel". It has been noted experimentally that as the 
peak velocity of the piston or slot exit velocity increases, not only 
the vortex circulation increases, but the location from the slot exit in 
which the vortex reaches its peak circulation and pinches-off also 
increases. Therefore, knowing the initial vortex location and accepting 
that its initial location depends on the excitation magnitude will allow 
the "vortex formation criteria" of Holman et al. [5], which have also 
been identified in several earlier studies, to be modeled. The Karweit 
[11] and Sheffield [12] potential flow vortex models use a single vor-
tex placed close to half the width of  the opening geometry (assuming 
a symmetry line) and using the Schwartz-Christoffel transformation 
to map the flow. In the transformed flow, the Routh [13] quasi-
stream-function allows the vortex trajectory to be calculated. Despite 
its capability to describe the complex behavior of the vortex-pair in 
the vicinity of the slot, this approach cannot be extended to consider 
the interaction of the vortex-pair with a cross-flow boundary layer, or 
even consider the case where the magnitudes or initial locations, or 
the vortices in the pair, are not identical, as is the case for an incli-
ned slot. Therefore, the development of a numerical model composed 
of similar elements is warranted. The basic ingredient in every such 
model is the isolated vortex.

The selection of an isolated vortex model is not straightforward. Many 
inviscid vortex models exist [14]. It is obvious that for the current 
application, a point vortex is not suitable. Also, the decay of the vortex 
circulation during the second half of every excitation cycle cannot 
be neglected. This effect would be modeled based on experimental 
findings of a vortex pair evolution in still-air [2-4].

The interaction of the vortex-pair with the external cross-flow bounda-
ry-layer will be performed by a simple superimposition of the vortex 
system with a Blasius boundary layer. Since we are dealing also with 
the imaged vortex-pair system, the image boundary layer will also be 
modeled, otherwise the wall could not remain a symmetry line.

The paper includes an empirical mathematical modeling of the excita-
tion developed in still-air and in the presence of a laminar cross-flow 
boundary-layer. It also provides a detailed comparison with experi-
ments. The experimental set-up will not be presented here. The reader 
is referred to earlier papers by the current authors for that matter.

Model and Results

Isolated vortex model

The first choice to be made before attempting to model the interaction 
between high-amplitude excitation with still or co-flowing fluid is the 
type of vortex model to use. Many models with increasing levels of 
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complexity exist (e.g., [14],[15]) and it is beyond the scope of this 
paper to review these options. Rather, an appropriate vortex model 
can be selected by considering the current experimental results [4].

The choice of a vortex model and its validation should be performed 
as close as possible to the excitation slot, but after the vortex-pair had 
been formed. This is because once a vortex model had been selec-
ted, only its initial position and circulation will determine the entire 
evolution sequence and enable its dynamic evolution through the first 
oscillation cycle to be modeled.

The data presented below clearly shows that the vortices generated 
by the apparatus described in [4] can be represented fairly well by 
the two-dimensional Lamb-Oseen vortex model (Lamb [10]; Bat-
chelor [16]) as detailed below and compared to experimental data. 
The Lamb-Oseen vortex is a solution of the Navier-Stokes-equations 
only under the assumption of axial symmetry. Axial symmetry can be 
assumed locally valid only if the distance between the vortices is large 
compared to their radius. Since the axial symmetry should be allowed 
to break, to empirically model the experiments, each vortex forming 
the 2D pair is modeled individually. In the current model we allow the 
distances between the vortex cores to become of the same order as 
the vortex radii, and our only justification is success in modeling the 
interaction.

The circumferential velocity, 

 , out-of-plane component of vorticity, 

, circulation,  and radius scaling factor, , of the Lamb-Oseen vor-
tex model are given by the following expressions:
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Where r0 is the initial vortex radius (at t=0) and  is the kinematic 
viscosity.

Figure 1 presents experimental data and a curve fit of the vertical velo-
city profile taken between the centers of the vortex pair as measured 
experimentally (and along the horizontal line, as shown in figure 3). 
The fitted curves for the wall-normal velocity, , are in the form:
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Which resulted in R2=0.99, where x1 and x2 are the vortex cen-
ters and 1 and 2 are the vortex radii. Note also that we do not 
limit our discussion to identical circulation vortices or even ra-
dii, since inclined and non-straight excitation slots will generate 
uneven vortices.

Figure 1 shows vorticity contours calculated from experimental PIV 
data (snapshot, phase locked, [2]) showing velocity vectors also. The 
jet emanating from the actuator slot and the vortex pair can be clearly 
identified. The dashed horizontal and vertical lines represent the lines 
on which velocity and vorticity data was extracted and fitted, in figures 
2 and 3 respectively.

Figure 1 - Velocity vectors and vorticity contours of wall-normal excitation in 
still-air [2], The dashed lines represent the locations of the velocity profiles 
that were fitted and presented in figures 2 and 3. The slot width h=1mm.

	 
Figure 2 - Vertical velocity at t/T=0.625 (with respect to the velocity cycle at 
the slot) and its Lamb-Oseen curve fit (Eq. 5). Wall-normal excitation, St=fh/
Up=0.059 (f=1060Hz), with ReUp=hUp/ =1200 (Up=18m/s) in still-air. 
Where h is the slot width h=1mm), f is the excitation frequency, Up is the slot 
peak velocity and  is the kinematic velocity	

In order to validate the model, a Gaussian distribution was fitted to the 
vorticity profile calculated from the PIV measured velocities, along the 
horizontal line that is shown in figure 1. The vorticity profile and the 
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fitted curves are in very good agreement, as can be seen in figure 3. 
It is stressed that while the Lamb-Oseen vortex model is strictly valid 
in axis-symmetric flow and therefore at large distances between the 
vortex centers, we will use it empirically to model the current vortices, 
even when the distance between the vortices forming the pair is of the 
same order as their diameter. The results shown in figures. 1-3 clearly 
show the suitability of the Lamb-Oseen vortex model to describe the 
evolution of a single vortex forming a vortex-pair in still air. In the fol-
lowing sections, each vortex is modeled independently and symmetry 
is not imposed. It should be mentioned that the fit between the expe-
rimental data and the empirical Lamb-Oseen model are not always as 
good as seen in figures 2-3 and a comprehensive uncertainty analysis 
has not been performed. Furthermore, in the subsequent model the 
circulation, 0, is not constant as in the original Lamb-Oseen model, 
but rather it is allowed to be empirically time dependent, according 
to the experimental findings in still-air. 

Figure 3 - Vorticity distribution at t/T=0.625 (with respect to the velocity 
cycle at the slot) and its Lamb-Oseen curve fit (eq. 2). Wall-normal excitation, 
St=0.059 (f=1060Hz), with ReUp

=1200 (Up=18 m/s) in still-air. 

Four vortex interaction model

We initiate the analysis once the vortices have formed near the slot exit 
and define a system of four Lamb-Oseen vortices, as shown in figure 
4.  Each vortex in the system is defined according to eqs. 1-5. The wall 
is modeled as a symmetry line along the x axis, at y=0. The existence 
of the excitation slot is not included in the current state of the model.

The empirical justification to use the above approach stems from the 
success of the two vortex model to simulate still-air experiments. 
Hence, we attempt to expand it, although we do not use point vor-
tices. Obviously, in viscous fluid, four vortices with no wall are not 
equivalent to two vortices and a wall. The assumption should be 
that the distance of the vortices from the wall is large compared to 
their diameters. Since this is not the case presently, we still have to 
convince the reader that the model works out of its designed range of 
formal applicability.

Let us consider the kinematic equations of motion for the 1st vor-
tex, with a circulation 0,10 , as described by its position vector  

( )1 1 1,x x y=


. Once the position vector for the 1st vortex is defined, 
as well as its circulation, the following statements can be made regar-
ding the four-vortex model, as shown in figure 5:
	 1. The coordinates of the other vortex forming the pair are given 
by ( ) ( )2 2 2 1 1, ,x x y x y≡ = −


, and its circulation is given by 
0,2=-0,1;
	 2. The images of vortices 1 and 2 are represented by vor-
tices 4 and 3, respectively. Their coordinates are given by 

( ) ( )3 3 3 2 2, ,x x y x y≡ = −


and ( ) ( )4 4 4 1 1, ,x x y x y≡ = −


, and 
their circulations are given by 0,3=-0,2 and 0,4=-0,1.

Once all the vortex positions and circulations are defined, the kine-
matic equations of motion for Vortex 1, due to the induced velocities 
from the other three vortices in the system, can be written  in the 
following manner, in terms of x1, y1 and  0  only:

( )
( )

( )
( )

2
0 1

1 2
1 0

2 2
1 11

22 2
01 1

2
0 1

1 2
1 0

2 2
1 11

22 2
01 1

41 1 exp
2 2 4

4
1 exp

42

41 1 exp
2 2 4

4
1 exp

42

xy
x r t

x yx
r tx y

yx
y r t

x yy
r tx y

π ν

ν

π ν

ν

   Γ = − −   +    
  +   − − −   ++   

   Γ = − − −   +    
  +

  + − −   ++   









	 (6a)

		
	

	
	

(6b)

In a similar manner, the motion of all other vortices can be calculated 
using the above definitions, as presented hereafter. 

The peak vorticity magnitude of a single vortex model is found by 
substituting r=0 into eq. 2:

( )
0

max 2
0 4r t

ω
π υ

Γ
=

+
 	 (7)

Figure 4 - A system of four Lamb-Oseen vortices
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One of the prime targets of the current effort is to empirically model 
the time development of the experimental interaction of a vortex-pair 
with a cross-flow laminar boundary layer, including the time evolution 
of the vorticity. The initial vortex position vector is ( )0ix t =



.

The equations of motion for the vortices, as described above, can 
be written as a combination of the induced velocities at the vortex 
position. It is possible to calculate the motion of the i-th vortex in the 
above system using the following general equations:  

( )( )0,,ind
i j i j j

i j
x u x x t

≠

= − Γ∑   

 	 (8a)

0, 0,
Baseline

i iΓ = Γ  	 (8b)

The induced velocities are calculated from a vector summation of eq. 
1 (or according to eqs. 6a and 6b). Equation 8 simply states that the 
motion of the i-th vortex is due to the superimposition of the induced 
velocities by the other three vortices (meaning the counter rotating 
vortex-pair and their corresponding images) and the velocity of the 
boundary layer at the vortex core locations (when the boundary layer 
free-stream velocity Ue≠0). Within the framework of the current mo-
del, a time dependent circulation of the i-th vortex, 0,i (t) is used. 
The evolution of the vortex circulation is obtained from the still-air 
experiments and used as input to the empirical four-vortex boundary 
layer interaction model. This is due to the Lamb-Oseen vortex model, 
which does not allow the circulation to decay during its entire "lifes-
pan", whereas the measurements [2-4] clearly show that the vortex 
circulation decays with time. Modeling the physical mechanism that 
is responsible for the circulation decay is beyond the scope of this 
paper. 

The time dependent vortex radius, (t), which is affected only by dif-
fusion in the original Lamb-Oseen model, should grow with time to 
account for vorticity diffusion, but not dissipation.

From the experimental observations, one can hypothesize that the vor-
tex evolution and resulting circulation is affected by several factors. 
The vortices do not remain circular, but rather they become elliptic, 
especially when they are very close together. To better represent ex-
periments, the model vortices remain circular, but when compared to 
the experimental data, their circulation is reduced artificially using the 
"proximity factor", which will be discussed in the following section. 
In the following section, we define and examine the meaning of each 
parameter affecting the vortex boundary layer interaction.

Vortex Circulation 

The calculation of the vortex circulation was performed numerically 
on experimental findings. The termination of the surface integral of 
the vorticity distribution should be performed at a comparable level 
of vorticity, as compared to the peak vorticity of the vortex at that 
specific time and location, 

l
/

max
(t). A relative level ~(10-2), was 

used throughout. Sometimes, a line rather than surface integral was 
used, according to the Stokes theorem:

( ), .
vortexA c

x y dA u dlωΓ = =∫ ∫






	 (9)

One can define the parameter Avortex as the area enclosed by a contour C 
that corresponds to 1% max(t) vorticity. In the model, this curve is always 
circular, as required by the undisturbed Lamb-Oseen vortex model.

In order to allow comparison of the model results to experiments, 
several ad-hoc assumptions need to be made. While in the model, the 
vortices are assumed circular;, they are not measured as such in the 
experiments. When the vortices are close together, they appear ellip-
tic. In order to allow a comparison between the linear model (in which 
the circulation cannot alter due to the Helmholtz condition), a "proxi-
mity factor" was introduced.  The mechanism, to be detailed below, is 
not used to alter the vortex circulation in the model, but rather only to 
compare the model results to the experiments once the model results 
have been obtained. Furthermore, the trajectories of the model are 
compared to the experiments without any assumption or correction.

Figure 5 presents two cases: (a) a single Lamb vortex and (b) two 
similar "near-by" counter-rotating Lamb vortices (with the same peak 
vorticity magnitude as in case (a), but of opposite sign). The same 
minimum vorticity level, l, is presented in figures. 5a and 5b for each 
case (as the red line).

   
	 (a) A single Lamb vortex	 (b) Two near-by counter-rotating 	
		  Lamb vortices
Figure 5 - A sketch showing the partial mutual cancellation of two nearby 
counter-rotating "Lamb" vortices with similar initial circulation (0, according 
to eq. 5) was used in both cases. The solid line represents the vorticity level l

Clearly, the calculated circulation of the positive ("red") vortex will not 
be the same in both cases, due to the overlap of the vorticity from 
the opposite signed vortex, even though 0 is identical in both cases.
A sequence of such cases was analyzed, in order to calculate the 
effect of the proximity factor, s/ (where s is the distance between the 
vortex centers, and  is the undisturbed vortex radius), on the resul-
ting calculated circulation, as measured in the experiments and cal-
culated from experimental data.  Figure 6 presents the ratio between 
the calculated circulation and the proximity factor.

Figure 6 - Circulation reduction "measurement" due to the proximity (s/) 
between two counter rotating "Lamb-Oseen" vortices.  is the calculated cir-
culation; 0  is the model circulation, as substituted into eqs. (1)-(3)
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Naturally, when the distance between the two vortices is zero, the 
vortices completely overlap in such a way that the circulation calcu-
lated on a surface containing both becomes null. Generally, this is the 
case in any other closed line containing two identical magnitudes and 
opposite signed 2D vortices. Also, when the distance is large enough, 
say s/>5, the vortices do not overlap. When the distance between 
the vortex centers is O(1), as seen experimentally, some 50% of the 
circulation, measured around one of the vortices only, should be re-
duced in order to match the experiments. 

A vortex-pair in still-air 
In order to fit the parameters of the Lamb-Oseen vortex model to the 
experimental data, the time evolution of the vortex circulation,0(t), 
and the initial vortex radius, r0,  should be extracted from the phase-
locked PIV data. These parameters, with the effect of the "proximity 
factor" (increasing the circulation to be used in the model with respect 
to the experiment) should enable the prediction of the flow field evo-
lution reasonably well, initially in still-air. 

The time evolution of the vortex-pair circulation in still-air for the wall-
normal excitation, is presented in figure 7a. Previous publications 
have shown that the circulation time evolution is fairly self-similar 
(for the cases where the excitation magnitude is supercritical, i.e., the 
vortices "escape" the suction effect) for several boundary conditions.  
In a modeling effort, the critical vortex formation condition can be 
predicted for both line and ring vortices, using the St-Re condition of 
Holman et al. [5]. In contradiction to known vortex models, the circu-
lation of the vortices forming the vortex-pair, even in still-air, decays 
with time in experiments. This decay could be explained by several 
possible mechanisms. First, partial overlap of the vorticity with oppo-
site signs forming the pair, once the distance between the vortices 
forming the pair is smaller than two diameters. It was established 
however, that this effect cannot explain the magnitude of the circula-
tion decay. Interaction with residual circulation of opposite sign at the 
vicinity of the slot and the effect of viscosity induced decay can also 
affect it. Three-dimensional effects, transition to turbulence and inte-
raction with turbulent structures can also reduce the measured circu-
lation. Certainly, under turbulent flow conditions, the 2D assumption 
no longer holds.

 
	 (a)	 (b)
Figure 7 - (a) Normalized computed circulation time evolution for the 
PIV measured wall-normal excitation and (b) vortex trajectories (the left 
curve is that of the negative circulation vortex and the right one is for the 
positive one). Up=18[m/s] f=1060[Hz]. The slot is 1h wide (h=1mm) 
and centered on (0,0)

In this paper. t=0 is defined as the first instant when a coherent vor-
tex can be detected in the flow field (and not when V=0 at the center 

of the slot exit and at the beginning of the blowing cycle). The time lag 
between the initiation of the blowing velocity cycle at the slot and the 
formation of a vortex at the vicinity of the slot must be modeled using 
detailed experiments, CFD and available theoretical considerations. 
Experimental vortex trajectories are presented in figure 7b, where the 
vortex location was identified by the peak vorticity (and not by the 
peak angular momentum, as presented in previous publications by 
the current authors, due to modeling convenience).

The time evolution of the circulation computed from the experimental 
data in still-air, using a surface integral on the vorticity, as presented in 
figure 7a, might be biased due to the effect of partial overlap of the vortex 
vorticity, as discussed above. Therefore, a "proximity factor" s/ (where 
s is the distance between the two vortex centers and  is the vortex 
radius) is introduced and it could be computed from the trajectories pre-
sented in figure 7b. An initial estimation of this distance, based solely on 
the initial vortex locations, can be computed from the Lamb-four-vortex 
model [10] or by the Karweit [11] and Sheffield [12] models.

An additional variable that must be defined for the subsequent com-
putation of the proximity factor is the vortex radius, (t). The Lamb-
Oseen model states that the vortex radius increases due to diffusion, 
according to t r tδ ν2 2

0( ) =  + 4 . Lamb-Oseen vortex models had 
been fitted to the measured vorticity field in two directions. Clearly, it 
is desired to calculate a representative radius based on some integral 
feature, but the procedure below is used merely in order to establish 
the limits. The first fit was on a horizontal dashed line passing through 
the centers of the two vortices, as shown in figure 1, and according 
to eq. 5a, as shown in figure 3.

The second type of fit was performed along the vertical line passing 
through the center of the positive vortex, as shown by the vertical 
dashed line in figure 1, and was in the form:

2
1 1
2 2

1 1

( )( ) exp y yyω
πδ δ

 Γ −
= − 

 
 	 (10)

The resulting estimations for the vortex radius obtained from the 
above-mentioned fits are presented in figure 8b. One can note that 
there is a significant difference in the results according to the two 
methods for estimating (t). One should recall that the Lamb-Oseen 
vortex model is axisymmetric. The experimentally measured vortices 
undergo a significant stretching in the wall-normal direction as they 
travel away from the slot and therefore the radius in the wall normal 
direction increases significantly, as shown in figure 8b, while the ra-
dius in the horizontal direction remains approximately constant (these 
two directions could also be considered to be related to the small and 
large axes of an ellipse), as is also shown in figure 8b. The resulting 
circulation, calculated for a Lamb vortex with diameter obtained from 
a vertical (y) profile, will be significantly larger than that calculated 
according to a vortex radius calculated using the radius obtained from 
a cut through the vortex in a horizontal plane. The same magnitude 
of the vorticity peak is used in the model, regardless of its stretching. 
An example of this effect is shown in figure 8a. Three sets of data 
are shown. The "numerical integration" is calculated directly from the 
experimental data. The two other sets are calculated assuming a cir-
cular Lamb vortex, with the same peak vorticity but with (t) from 
figure 8b. The differences are self-explanatory. Currently, the vertical 
cross-section through the vortex core (along the dashed vertical line 
in figure 1) is used to evaluate the vortex radius. The linear fit to the 
vortex radius, as computed by the horizontal cut through the experi-
mental vorticity data, is: 
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2 -85.1*t/1000+8.7*10δ = 	 (11)

Its slope is significantly larger than 4 (the radius squared, according 
to eq. 4, is also shown in figure 8b), but the evolution is linear, as 
Lamb’s model requires. The above equation represents a much faster 
expansion rate than the Lamb-Oseen vortex model predicts, because 
it accounts only for laminar vorticity diffusion. As a first order approxi-
mation, the model for the vortex radius, as expressed in eq.11, is used 
for the following computations to be subsequently presented. We will 
allow the slope of   to vary, in order to better fit the data of the vortex-
boundary layer interaction. Other vortex pair data sets are required 
to formulate a more general form of the vortex radius. The logic for 
allowing the same trend but with a different viscosity could be justified 
on similar arguments that lead to the widely accepted turbulent eddy 
viscosity model. Higher turbulence levels could also explain the rapid 
decay rate of the circulation. Figures 9a and 9b present the resulting 
proximity factor, s/, and the ratio between the model circulation and 
the expectation to the measured circulation, exp/0, as a function of 
time, respectively. One can note that the experimentally measured 
vortices are expected to show approximately 30% lower circulation 
in comparison to their potential counterpart, due to the partial overlap 
(figure 9b).

 

Figure 8 - (a) Circulation time evolution comparison for wall-normal excita-
tion, as fitted by horizontal and vertical profiles and as computed using 2D 
integration scheme. (b) Radii of the vortices, as fitted by horizontal and verti-
cal profiles. The black line in (b) is t r tδ ν2 2

0
( ) =  + 4 , with ~1

0r  
	  

	
	
Figure 9 - (a) The experimental proximity factor for the vortex-pair in still-air 
using the factor shown in figure 6 on the data of figures 7b and 8b (for the 
distance between the cores and the vortex radii), respectively and (b) the 
"experiment" circulation calculated using the proximity factor in (a) applied to 
the experimental model

The time evolution of the "corrected" circulation, to be computed from 
the model assuming a circular rather than squeezed elliptic vortex, is 
presented in figure 9c. The model peak circulation must be increased 
by about 15% compared to the experimentally computed circulation 
and it also occurs at a later time. Furthermore, the circulation used in 
the model is essentially constant for about half of an excitation cycle 
(~0.5 msec) and is significantly attenuated at later times.

Figure 9c - Comparison between the experimentally calculated and corrected 
model circulation curve 

The "corrected" circulation from the still-air experiments (figure 9c), as 
well as the expression for the vortex radius (eq.11), were introduced 
into the four-vortex model as described above, in order to validate and 
calibrate the model that will be used for the excitation interaction with 
the cross-flow, initially against the still-air data .

A Gaussian curve was fitted to the "corrected" circulation curve (as 
shown in figure 9c) for the convenience of subsequent numerical 
treatment.
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Figures 10a and 10b present the trajectories and time evolution of the 
circulation, as predicted by the current four-vortex model and compa-
red to the still-air findings.

(a)	 (b)
Figure 10 - (a) Model vs. Experimental circulation time evolution. "Model" 
here is the fitted Gaussian. "Corrected" is the circulation values with the partial 
overlap factor included. (b) Vortex trajectories from the model compared to 
experiment

It should be noted that the model circulation represented by the dots 
in figure 10a is larger than the experimentally computed circulation. 
This correction takes into account the reduction in the measured vor-
tex circulation due to their proximity. However, for the model adhe-
rence to the theoretical considerations and its linear implementation, 
the circulation that is used for the simulation is increased according 
to the proximity factor, shown in figure 9b. Using this vorticity time 
evolution, the model computes the convection velocities, flow fields, 
circulation (due to the superimposition with the boundary-layer) and 
more. However, if we intend to compare its circulation to the still-
air PIV measurements, we must take into account the proximity that 
causes the 2D integration method to "measure" a smaller circulation 
due to the overlap region of the finite radius vortices. Once we ac-
count for the proximity factor and its effect on the circulation, we 
obtain the "corrected" model circulation, which is in very good agree-
ment with the measured PIV data, as shown in figure 10a.  The vortex 
trajectories, shown in figure 10b, are in very good agreement with 
the experiments. Finally, the data shown in figures 10 merely serves 
as indication of the model fidelity and the reliability of its numerical 
implementation. 

Interaction of a vortex-pair with cross-flow

The approach for modeling the vortex-pair in the proximity of the wall 
and interacting with a cross-flow boundary layer is outlined below. 
The expansion of the above four-vortex model is theoretically sound 
only if the cross-flow (boundary-layer) velocity is assumed to be 
constant. However, currently it represents a realistic shear flow, 
the Blasius boundary layer. Hence, even if one considers potential 
models, many point-vortex interactions must be considered. Further-
more, the Lamb-Oseen vortex model is not a point-vortex model. To 
simplify this complex situation, we note that the Blasius boundary 
layer vorticity, under the current experimental conditions, is negli-
gibly small as compared to the peak vorticity within the vortex cores 
(on the order of 30:1) and, hence, in the leading order approximation 
it is reasonable to neglect it. However, this residual boundary layer 
vorticity will alter the relative circulation of the vortices forming the 

pair, making one stronger than the other, and the pair will eventually 
rotate.

The interaction of the vortices with the boundary layer is modeled by 
the following procedure;
	 1. Define the initial vortex positions, ( 0)ix t =



(where i=1,2 repre-
sent the counter rotating vortices and i=4,3 represent their images, 
meaning 3 2 2( , )x x y= −



 and 4 1 1( , )x x y= −


.
	 2. Define the initial vortex circulations, 0, ( 0)i tΓ = (where i=1,2 
represent the counter rotating vortices and i=3,4 represent their 
images, meaning 0,3 0,2Γ = −Γ  and 0,4 0,1Γ = −Γ ) at any time.
	 3. Define the initial vortex radius, r0 (currently identical for all vor-
tices).
	 4. Calculate the time derivatives of the vortex locations and circu-
lations in accordance with the following equations:

( ) ( )0,,ind
i j i j j BL i

i j
x u x x U x

≠

= − Γ +∑


    

  	 (12a)

( )0, 0,
( )

Baseline
i i BL BL i

C t

U x dlωΓ = Γ + − ⋅∫







 



 	 (12b)

where the vortex radius can be calculated in each time step according 
to eq. 11.
	 5. Use a time marching numerical scheme to integrate equations 
12a and 12b.

Note that the expression ( )
( )

BL BL i
C t

U x dlω − ⋅∫










 in eq. 12b is the vor-

ticity flux along the vortex boundaries C(t). When there is no boun-
dary layer, 0BLU =



, it is required that ( ), 0BL x yω =  also, and eq. 12 
reduces to the form of the still-air four-vortex model, as presented in 
eq. 8.

The above procedure allows the vortex circulation to effectively vary 
according to the level of the background boundary layer vorticity, 
according to the vorticity transport equation.

The following figures (11-12) show the vortex trajectories and circula-
tion due to the interaction of the vortex-pair with a cross-flow Blasius 
boundary layer. The integral parameters of the boundary layer at the 
entrance to the computed domain were matched to the experimental 
baseline (undisturbed) boundary layer. The vortex pair evolution was 
computed according to steps 1-5, as defined above. 

The initial conditions used for both simulations are provided in Table 
1 below. Note that we have allowed an initial circulation difference 
between the vortices, in order to better account for the effect that 
the boundary layer vorticity has on the vortex circulation during the 
formation period, as seen experimentally.

As in the Lamb [10] model and the results of the still-air simula-
tion, the vortices initially become closer due to the image vortices 
as they are carried away from the wall, due to the mutual induction. 
The effects of the cross-flow are twofold. The trivial effect is the 
downstream convection, which is height (y) dependent. The other 
effect is the alternation of the vortex circulation to account for the 
effect of the baseline boundary layer vorticity, as defined in step 5 
above and seen in figure 11a. The overall agreement between the 
model and the experiment is fair, especially the evolution of the 
negative vortex, which is crucial to explain effects on a separating 
boundary layer.
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Variable Description Case 1 (fig.11) Case 2 (fig.12)

Ue Free-stream velocity [m/s] 5.5 8.3

x1 Initial x location, Positive vortex [mm] 0.9 0.9

y1 Initial y location, Positive vortex [mm] 0.67 0.63

x2 Initial x location, Negative vortex [mm] 0.95 0.86

y2 Initial y location, Negative vortex [mm] 0.55 0.54

0.1 Initial circulation, Positive vortex [mm] 0.027 0.03

0.2 Initial circulation, Negative vortex [mm] -0.032 -0.035

Table 1: Initial conditions for the two cases of excitation-vortex-pair interaction 

It could be noted that initially, the agreement between the trajectory 
of the negative vortex and the experimental trajectory is not as good, 
possibly because the blockage effect that the positive vortex has on 
the boundary layer is not taken into account in the linear model. Addi-
tional effects that are not taken into account are the possible alter-
nation of stationary vortex circulation, due to net vorticity transport 
across its boundaries and dissipation at the wall.

The circulation that is used for the model is marked by the dashed 
red and blue lines, in both figures 11 and 12, while for the sake of 
comparison to the experiment, it is multiplied by the proximity factor, 
calculated for the trajectories in the presence of cross-flow.

 

Figure 11 - The evolution of the vortex pair circulation (a) and trajectories 
(b) for vortex-boundary layer interaction, Case 1. Up=18 m/s and Ue=5.5 m/s

Figures 12a and 12b present the vortex-pair boundary-layer interac-
tion, with the same excitation parameters that were used in still-air 
and in the Case 1 cross-flow experiment, only for Ue=8.3m/s as the 

free-stream velocity. The remaining parameters are provided in Table 
1. Due to the larger free-stream velocity, the trajectories are bent more 
towards the wall and into the downstream direction. The circulation of 
the two vortices diverges faster than in the lower free-stream velocity, 
due to the increased vorticity of the background boundary layer.

Figure 12 - The evolution of the vortex pair circulation (a) and trajectories 
(b),for vortex-boundary layer interaction. Case 2. Up=18m/s and Ue=8.3m/s. 

The interaction dynamics can be interpreted as follows. The vortex-
pair starts to be convected in the wall-normal direction, due to the 
mutual induced velocities. The image vortices induce velocity mainly 
in the x direction, bringing the vortices closer. The boundary layer 
velocity in the initial position (and at the initial time) is small, com-
pared to the induced velocities by the vortex-pair. As the Vortices 
move away from the wall, their circulation changes, due to the inte-
raction with the boundary layer vorticity. The positive vortex decays 
because a negative vorticity flux "enters" its boundaries, whereas the 
negative vortex intensifies due to the same reason. This difference 
in the circulation causes the vortices to move along a curved trajec-
tory (actually a circular trajectory whose radius increases with the 
difference of their circulation) as shown in figures 11b and 12b. The 
experiments show that the positive vortex circulation decays very 
fast (0.4-0.5[ms], figures 11a, 12a), within less than one excitation 
cycle. Therefore, the positive vortex ceases to induce velocity on the 
negative vortex and the negative vortex travels downstream with the 
boundary layer, almost parallel to the wall. However, the model does 
not seem to be capable of predicting the rapid decay seen experimen-
tally. It is highly probable that after t>0.5 ms, 3D effects start to be 
important and other mechanisms cause the positive vortex to lose its 
circulation so rapidly. 

The vortex dynamics highly depend on the initial conditions. If one 
starts the simulation closer to the wall, the wall images play a stronger 
role on the vortex convection velocities, making them reside longer 
in the presence of the stronger boundary layer vorticity and therefore 
exposing their circulation to the boundary layer vorticity for a longer 
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time. This will cause the positive vortex circulation to decay faster, 
until it vanishes in the boundary layer, and will cause the negative 
vortex circulation to rapidly grow. 

Conclusions

A model for describing the evolution of a vortex-pair during the inte-
raction with a laminar boundary layer was proposed, calibrated and 
validated against experimental data. The model is similar to the Lamb 
four-vortex model, adopted for finite radius vortices. One exception 
is that the vortex circulation is empirically allowed to vary with time, 
according to the experimental findings. This model explains the initial 
motion of the vortices towards each other in the proximity of the wall. 
The inclusion of the boundary layer effects is performed through two 
mechanisms. The first is vortex convection and the other is superim-
position with the background boundary layer vorticity. The latter is 

altered as the vortex travels across the boundary layer. This approach 
can be implemented because the boundary layer vorticity is negligibly 
small compared to the vortex magnitude. The initial circulation and 
its time evolution from the still-air model are used for the cross-flow 
interaction. In order to make a comparison between the model results, 
assuming circular vortices, and the experimental findings, in which 
the vortices are not circular, especially when close together, a correc-
tion factor was introduced. The model was compared to experiments 
for wall-normal excitation with reasonable agreement.

It was noted that the evolution of the vortices is very sensitive to 
the initial formation locations. The link between the characteristics 
of the slot excitation and the initial circulation and locations of the 
vortices should be modeled, in order to allow the development of the 
current model with a simplified boundary condition for CFD simula-
tions and further development as a low-order-model for flow control 
purposes
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Nomenclature

x,y	 Coordinates along a 2D axis
xi, yi	 Vortices locations


 	 Circumferential velocity component
	 Out-of-plane vorticity component
	 Circulation
0	 Initial Circulation
	 Vortex radius
r	 Radial coordinate
r0	 Vortex radius at t=0
t	 time
h	 Actuator's slot width
Up	 Peak Velocity at the actuator's slot
f 	 excitation frequency
 	 kinematic velocity
St 	 Strouhal number, fh/Up

ReUp
	 Reynolds number based on Up, hUp/

T	 Time of excitation cycle, 1/f
(.) 	 Time derivative

INDu  	 Induced velocity
0

Baseline	 Vortex circulation as a function of time for a baseline flow, Ue=0.
Ue	 Boundary layer free-stream velocity
Avortex	 Area enclosed by a contour C that corresponds to 1% max(t) vorticity
l	 Vorticity level
s 	 Distance between the vortices' centers
R2	 Correlation factor
BL	 Boundary layer vorticity
UBL	 Boundary layer velocity
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T    his is an overview of flow control experiments and simulations for flow separa-
tion control on high-lift configurations performed over the last seven years at the 

German Aerospace Center within national and European projects. Emphasis is placed 
on the low speed atmospheric and cryogenic experimental setups using the DLR F15 
high-lift airfoil and on the numerical verification and validation of the Reynolds Ave-
raged Navier Stokes (RANS) solver TAU for active flow control (AFC) simulations. The 
wind tunnel studies concern leading edge boundary layer control and flap separation 
control, both by means of pulsed blowing. The computational effort is mostly dedicated 
to the most promising technology out of the two concepts, namely the pulsed blowing 
through slots on the trailing edge flap. Experimental examples of successful flow 
control for enhancement of lift are given for moderate and high Reynolds numbers to 
prove the feasibility of the technology for implementation on real aircraft. The compu-
tational process chain is validated with wind tunnel measurements, but also applied for 
an optimization of the trailing edge flap shape for separation control.

Introduction

Future transport aircraft can benefit from matured active flow separa-
tion control techniques that can support the achievement of a reduced 
environmental impact of air traffic [1]-[4]. The research results pu-
blished over the last two decades show the potential of modern flow 
control for lift increase, drag reduction and dynamic control through 
problem specific implementation. In addition, the upcoming active 
technologies, especially the enabling of laminar wing technology, is 
foreseen to be substantially able to decrease fuel burn by means of 
aerodynamic enhancements. Therefore, slatless wing configurations 
with active flow control have become of interest as an alternative to 
current leading edge devices, like slats or Krueger flaps. By omitting 
these classical devices, the tracking systems can be suppressed and a 
benefit in costs and weight is expected. Beyond the complexity impro-
vements, an active control system can support the laminar flow for the 
upper and lower side of an airfoil, whereas a Krueger for example can 
typically only assure a laminar flow on the wing suction side, because a 
backward facing step of small height can be responsible for the transi-
tion to turbulent flow on the pressure side and one third of the potential 
drag reduction is therefore compromised according to recent studies. 

On the other hand, slats and Krueger flaps are powerful passive devices 
for achieving high values of maximum lift [5]. To be applicable, the lift 
loss resulting from their removal must be recovered. If an increase 
of approach and landing speed is not meaningful, the lift can only be 

recovered by increasing the wing area or enhancing the lift coefficient 
by means other than a leading edge device. The solutions discussed 
nowadays are more complex trailing edge devices and active flow 
separation control. 

Today, there are no civil aircraft flying an active flow control system, 
and this is more than a decade since McLean [3] concluded that mo-
dern flow control is the most promising for high-lift applications. The 
use of active flow control, such as constant or pulsed blowing, suc-
tion or zero-mass flux synthetic jet actuation (SJA), or dielectric barrier 
discharger actuators (DBD), has been since intensively investigated 
worldwide. The primarily reported drawbacks for implementation on 
aircraft have been related to the lack of efficient actuation systems, to 
the structural integrity or, for example, due to too high power demands. 
Some technologies have reached a specific maturity concerning the 
aerodynamic discipline. Therefore, an overview of the existing results 
for specific active technologies is worth discussing.

Over the last seven years, DLR has supported studies of active flow 
control for high-lift by means of pulsed blowing through inclined holes 
and slots, with a strong collaboration with universities, namely the 
Technical University of Berlin (TUB), and the Technical University of 
Braunschweig (TUBS). Two flow control technologies have shown 
previously under laboratory conditions to have a high potential for 
separation control and lift improvement. Tinnap et al. [6] proved the 
feasibility of flow control through slots with a low Reynolds number 
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and low-speed flows. Petz et al. [7] investigated the influence of exci-
tation parameters on the efficiency of this flow control method, on a 
2D configuration consisting of two NACA airfoils and Becker et al. [8] 
contributed control strategies to these AFC attempts. Ortmanns and 
Kähler [9] investigated jet vortex generators placed on a simple flat 
plate within a detailed parametric study at low speed and low Reynolds 
numbers. Scholz et al. [10] implemented the most promising of these 
pneumatic round-jet actuators in the nose region of an airfoil to suc-
cessfully prevent leading edge separation. 

Therefore, DLR has supported experiments for a state-of-the-art super-
critical high-lift airfoil, namely DLR-F15, as a platform for combined 
flow control on the wing leading edge and trailing edge flap. DLR pro-
vided access to a large scale experimental test bed that allowed stu-
dies at flight relevant inflow speeds and Reynolds numbers, while flow 
control techniques were implemented by the universities. Summaries 
of the experimental results will be presented in this article.

Besides the wind tunnel experiment, numerical simulation has become a 
pillar for the aerodynamics discipline. Numerical simulation is an impor-
tant method for rapid design and for optimization processes, as well 
as for the study of scaling effects. Therefore, DLR is keen to make the 
corresponding numerical simulation methods accessible for the use of 
modern AFC methods on future transport aircraft. Important progress 
has been made over the last decade, but numerical tools still require 
active development for practical solutions of various AFC methods, 
including validation with high-fidelity experiments. Therefore, the active 
flow control applications on the DLR F15 airfoil were used for numerical 
simulations dedicated to the evaluation of flow control capabilities, as 
well as for direct comparison with the wind tunnel experiment. Basic test 
cases, such as single-actuator simulations on a zero-pressure gradient 
flat plate, served as a starting point for the validation of the numerical 
method [11]. The numerical analysis addressed the constant and the 
pulsed blowing. Later, the focus was on separation control for the trailing 
edge flap by the unsteady actuation through slots [12]; [13]. In gene-
ral, the Computational Fluid Dynamics (CFD) studies discuss the trends 
for flow control application by parameter variation, such as the blowing 
frequency, the actuation intensity, or the geometrical actuation direction. 
Here, the overview includes the specific major findings by CFD and the 
level of agreement with the experiment. Additionally, it is presented an 
example of shape optimization for separation control application. 

In the following, the flow control experiments carried out at the Ger-
man Dutch Wind Tunnel (DNW) low speed facilities NWB and KKK are 
summarized. The DLR F15 tests cover the application of state-of-the-
art pulsed blowing actuators for tunnel testing and allow the discus-
sion of the potential to increase lift and control the flow separations at 
moderate and high Reynolds numbers. Afterwards, numerical steady 
and unsteady RANS simulations in conjunction with the DLR F15 high-
lift airfoil are reported. The computational findings allow the validation 
with the experiment to be presented and allow the major trends of the 
various control parameters that can support the later optimization of 
the energy requirements and/or geometrical parameters to be revealed.

Flow Control High-Lift Experiments

Wind tunnel model DLR-F15

The DLR-F15 wind tunnel model shown in figure 1 is a 2D wall-to-wall 
high-lift model. The modular main wing allows leading and trailing 

edges to be exchanged. Therefore, different types of high-lift elements 
can be investigated and compared at the same baseline geometry. 
The clean wing section is derived from a generic high-lift wing inves-
tigated in the nationally funded project ProHMS [14] and represents a 
state-of-the-art transonic turbulent airfoil for a modern civil transport 
aircraft. The setup of interest for flow control is a 2-element configu-
ration that features a clean leading edge and a single-slotted flap. The 
device is mounted on continuously adjustable brackets, allowing the 
free positioning of this element in all three degrees of freedom. The 
model is equipped with about 220 static pressure taps. One dense 
pressure distribution is located in the center section and is used for 
the integration of the aerodynamic coefficients. In addition, two less 
dense pressure distributions are located close to the tunnel walls, in 
order to assess the two-dimensionality of the flow. As described in 
[16], the pressure distribution has been discovered to not be dense 
enough for an accurate integration of drag coefficients, leading to 
errors of up to 20%. The pure integration error for lift coefficients is 
of about 1% and an accuracy of about 3% is achieved for the pitching 
moment coefficient.

Figure 1 - General arrangement of the DLR F15 two-dimensional high-lift 
model in 3-element configuration

Wind tunnel test sections

(a)in DNW-NWB, atmospheric tunnel

(b) in DNW-KKK, cryogenic tunnel
Figure 2 - DLR F15 two-dimensional high-lift model mounted in closed test 
sections of DNW low speed wind tunnels

Side wall adapters

Adjustable 3DoF brackets

Pressure probe rows

Segmented main
wing for different
high-lift systems
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The reported tests were carried out in the atmospheric wind tunnel 
DNW-NWB in Braunschweig [15] and in the cryogenic facility DNW-
KKK in Cologne (figure 2). These are closed loop low-speed tunnels 
that operate at approximately ambient pressure. The DNW-NWB faci-
lity has a maximum Mach number of M = 0.27 and the test section 
has a cross-section of 3.25 x 2.8 m2. In DNW-KKK the temperature 
can be regulated between ambient and T = 100K; Mach numbers 
can range between M = 0.1 and M = 0.3 and the test section has 
a cross-section of 2.4 x 2.4 m2. Based on the aerodynamic clean 
chord c = 0.6 m, the maximum Reynolds number achieved was 
Re = 3x106 for atmospheric conditions and Re = 12x106 for the 
cryogenic testing. 

The experimental Mach and Reynolds number dependencies, inclu-
ding the stall behavior of the baseline airfoil without flow control, can 
be found in [16]. In order to reduce the wall interference effects for 
this wall-to-wall mounted high-lift configuration, vortex generators 
have been applied on the upper side of the main wing, as described 
in [16].

Actuation systems for wind tunnel testing

The actuation systems that are the focus of this publication are presented 
in figure 3. These are implemented at the model wing leading edge and 
at the trailing edge flap. Each actuation system consists of a pressure 
supply, a fast switching valve and an actuation chamber. The shape of 
these actuation chambers is designed for the specific applications. At the 
wing leading edge, there is a flow through round inclined holes and the 
flow control methodology is known as vortex generator jets (VGJs). At 
the trailing edge flap, the actuator chambers have a rectangular-exit shape 
that is used for the pulsed blowing flow control method.

The applications with VGJs have a long tradition at TUBS. For two-di-
mensional models, the optimized actuation has counter-rotating pairs 
of vortices as used by Scholz et al. in [17], whereas Hühne et al. 

[18] reported, for a swept wing application, a co-rotating actuation 
that was found by numerical research to be more favorable. All stu-
died cases with leading edge control have targeted the delay of the 
wing stall, with a leading edge-stall type characterizing the baseline 
configuration. The position of the actuators was of early concern and 
the best compromise was found to be a lower side actuation at 1%c, 
since the local velocity ratio is higher than for an application on the 
leading edge upper side. With actuator diameters of the order of d = 
1mm, the actuation exit maximum velocities are close to the speed 
of sound. The application of VGJs allows the formation of strong 
streamwise vortices that transfer high-momentum close to the airfoil 
surface and can delay the occurrence of flow separation. The use of 
the VGJs in a pulsed mode was found to be more energy efficient than 
continuous blowing. 

The trailing edge actuation concerned single and multiple actuation 
slots for the NWB and KKK tests respectively. The slots are inclined 
downstream with jet = 30°-45°, but not tangential, and have a thin 
opening of only w = 0.3mm, which was reported by Haucke et al. 
[19] to be suitable for separation control. This control technique has 
a long tradition at TUB. The flap flow control systems are designed for 
actuation intensities with Mach numbers M < 1, but higher than the 
corresponding incoming flow. The actuators are positioned on the flap 
upper side and ideally close to the separation onset location. Here, the 
single actuation is at 20%c and an additional 50%c location was taken 
into account for the multiple-actuation. The length of the actuator-slot 
is typically infringed by the installation space in the flap. The slotted 
pulsed blowing actuation allows the formation of spanwise vortices. 
When the actuation frequency exceeds a specific value, mostly rela-
ted to the shedding vortices of the baseline flow separation, then the 
vortices that roll downstream can effectively suppress the separation 
in a time-average sense. However, vortical structures exist above 
the actuated surface for every time-instant. Contrary to a tangential 
continuous blowing, like a Coanda flap, the actuation direction is not 
efficient for a non-separated baseline flow. The inclined downstream 

Figure 3 - Actuation systems implemented on the DLR F15 model



Issue 6 - June 2013 - Active Flow-Separation Control Studies for High-Lift Configurations
	 AL06-12	 4

actuation velocity vector with jet = 30°-45° can be divided into two 
components: a normal and a tangent vector. The first allows for the 
formation of spanwise vortices that transfer high momentum to the 
surface during the time-dependent actuation. The latter introduces a 
thin jet of high-pressure air into the boundary layer to re-energize it, 
with local velocities higher than those of the outer flow. The resulting 
velocity vector is favorable for the time-dependent pulsed blowing 
actuation for separation control.

The parameters used in relation with the active flow control applica-
tion are the blowing momentum coefficient C, the non-dimensional 
actuation frequency F+ and the actuation duty cycle DC. The blowing 
momentum coefficient was first introduced by Poisson-Quinton [20] 
and, for this application, is defined as:
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tion mass-flow and ujet is the time-averaged jet velocity. The fraction 
denominator is the product of the dynamic pressure (0.5U2) and 
the airfoil reference area, Aref. This variable is a measure of energy 
consumption. For the active flow control application, a drag coeffi-
cient can be associated with the local actuation jet and this is defined, 
for example, according to Engler [21], as
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where f is the physical actuation frequency. The characteristic length 
for determining this variable is the flap chord length cF and the charac-
teristic velocity is the reference inflow speed. 

The actuation duty cycle DC shows the percentage of time in which 
the actuation valve remains open relative to the actuation period T:

opent
DC

T
= 	 (4)

Other characteristics of the actuation components and design speci-
fications can be found in the above mentioned references, e.g. [10]; 
[18]; [19].

Results

Figure 4 shows the maximum lift increments by separated and com-
bined wing leading edge and trailing edge flap active flow control 
from the atmospheric wind tunnel testing. The actuation on the wing 
leading edge mostly shows an increase in the maximum angle of 
attack, where the flap actuation promotes a shift of the CL--curve. 
The combined flow control applications show a significant increase 
in maximum lift, in comparison with the baseline configuration. Each 
flow control system seems to allow for lift increments of the order 
of CL ≈ 0.15 and the combined actuation delivers an increase of 
CL  ≈ 0.3 with a CL ,max ≈ 5°.

Figure 5 illustrates the maximum lift increments by separated and 
combined wing leading edge and trailing edge flap active flow control 

from the cryogenic wind tunnel testing. Here, a more complex flap 
flow control setup is in use, namely by multiple-slot actuation. Like for 
the atmospheric tunnel testing, the wing leading edge mostly shows 
an increase in the maximum angle of attack where the flap actuation 
promotes a shift of the CL--curve, now at high Reynolds number. 
The combined actuation is able to illustrate both enhancements for 
the maximum lift, as well as for the corresponding maximum angle 
of attack. The trailing edge actuation shows a lift enhancement of 
the order of CL ≈ 0.6 in the linear lift regime and CL,max ≈ 0.4, 
whereas the VGJs at wing LE show an increment of CL,max  ≈ 0.1. 
The combined actuation indicates a noticeable maximum lift increase 
and proves the feasibility of the technologies, also at high Reynolds 
numbers.

Figure 4 - The maximum lift improvements by vortex generator jets applied at 
the wing leading edge and single slot pulsed blowing at the trailing edge flap 
(M=0.15, Re=2x106, T=290K, atmospheric wind tunnel testing)

 
Figure 5  - The maximum lift improvements at high Reynolds number by 
vortex generator jets applied at the wing leading edge and multi-slot pulsed 
blowing at the trailing edge flap (M=0.15, Re=4.2 x106, T=170K, cryoge-
nic wind tunnel testing).

Cryogenic flow control applications have used blowing momentum 
coefficients of the order of c


 ≈ 0.5% for the leading application and 

c

 ≈ 0.15% for the flap actuation, where the frequencies tested are 

of the order of hundreds of Hertz. Complex cryogenic wind tunnel 
testing has been very challenging in regard to system implementation, 
monitoring and results analysis. The reader is advised that individual 
detailed results concerning the Mach number and Reynolds number 
variations can be found in the work of Casper et al.[22] and Haucke 
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and Nitsche [23]. In general, the leading edge flow control shows 
maximum lift increments up to the flight Reynolds number for mo-
derate mass-flow requirements. Unfortunately, the lift improvement 
decreases with the increase in Reynolds number and remains below 
a desired CL ≈ 0.5. Nevertheless, further lift improvements with 
this actuation system are not excluded. The flap flow control showed 
a high potential to suppress the local separation with moderate mass-
flow requirements at high Reynolds numbers, where tests up to 
Re = 7x106 (not shown here) indicate no detrimental impact of the 
increase in Reynolds number. Moreover, the baseline flow showed an 
increase in flow separation above the flap, which allows larger overall 
lift increments by AFC than noticed at low Reynolds. 

Flow Control numerical simulations

The numerical results reported in this article concern steady and 
unsteady Reynolds Averaged Navier-Stokes computations. Research 

communities worldwide use various RANS solvers for solving dif-
ferent flow control problems, on a large scale. Among these, the 
reader is advised to consult the published works with the numeri-
cal solvers: elsA at Onera, France (e.g. Menuier [25], Dandois [26]), 
FUN2D at NASA, USA (e.g. Anders [27]), OVERFLOW at Boeing, USA 
(e.g. Shmilovich [28]), and Edge at KTH, Sweden (e.g. [29]). In the 
following, the typical DLR TAU solver setups, the mesh generation 
approach and corresponding results are presented.

The numerical method

The flow solver used is the finite volume compressible solver TAU 
developed at the German Aerospace Center (DLR) [30]. A second 
order central scheme is used for the discretization of the convective 
fluxes. Artificial dissipation is applied, with a 2nd order dissipation 
term of 1/2 and a 4th order dissipation coefficient of 1/64. The cho-
sen approach for the time integration is either a 3-stage Runge-
Kutta time integration method using a CFL number of the order of 

Box 1. Active Flow Control on the swept wing high-lift model DLR-F15 in the DNW-NWB wind tunnel

By the end of 2011, wind tunnel investigations have been successfully carried out for the first time with the swept DLR-F15 high-lift 
airfoil. A unique study to evaluate the capability for aerodynamic enhancement by active flow control (AFC) was addressed within 
the European program JTI-SFWA [24] at the DNW-NWB facility, in close cooperation with Airbus, TU Berlin and TU Braunschweig. 
The 2.5D mid-scale test (30° sweep) was performed for a slatless configuration with the most receptive flap setup for AFC; a setup 
that allowed for the largest lift gains in previous 2D experiments. The results show significant lift enhancements by AFC beyond the 
optimized clean configuration, especially for moderate angles of attack; the major contributor is the trailing edge AFC application, as 
indicated by the image. The results confirm previous findings on the 2D wall-to-wall setup of the DLR-F15 and are valuable towards 
achieving a higher technology readiness level of the AFC technology.

       
(a) without flow control		                                                       (b) with flow control
Figure B1- 01 Tufts visualizations, focusing on the trailing edge flap for the lift enhancement by active flow control

Figure B1- 02 Overview of the mounted swept DLR-F15 model in a DNW-NWB low speed atmospheric tunnel



Issue 6 - June 2013 - Active Flow-Separation Control Studies for High-Lift Configurations
	 AL06-12	 6

 
(a) two-dimensional grid for the DLR-F15 airfoil with single-slot-actuator

(b) three-dimensional grid for the DLR-F15 airfoil with two-slot-actuator

 
(c) three-dimensional grid for a wing-body configuration with 21 slot-actuators

Figure 7 - Overview of unstructured grid topologies for single and multiple slot actuation

1.2, or a semi-implicit Lower Upper Gauss-Seidel scheme with a 
CFL number of the order of 5. In addition to a point explicit residual 
smoother, convergence is typically accelerated with a 3W-multigrid 
cycle. For flow control simulations, a transpiration boundary condi-
tion that defines the inflow parameters at the actuation surface is 
implemented. 

The grid generation

Perhaps one of the most time-consuming parts of the numerical 
simulation for high-lift flow control with RANS is the mesh genera-
tion. Today, there is no ideal tool for grid generation, but the available 
software supports the desired mesh topologies that include portions 
of the slot for a more accurate flow control simulation. The first 
examples concern applications with the DLR structured-dominant 
mesh generator MegaCADS [31], [32]. The other computations make 
use of the hybrid unstructured grid generator, Centaur [33]. 

For geometries of moderate complexity, a fully structured mesh ge-
neration is considered favorable for accurate numerical simulations. 
However, especially for complex high-lift configurations, or simply 
with the introduction of slot-actuator portions in the numerical domain, 
an unstructured approach is more time-efficient. Figure 6 shows the 
overview for the approach used for round-jet actuators, namely the 
discretization of the round actuator with quadrilaterals and triangles 
for the surface vicinity of the VGJ. This approach was successfully 
verified for single and multiple actuators, including the application of 
high-lift airfoils. The mesh for the single actuator on a long flat plate 
has 3 million points and the airfoil mesh contains about 10 million grid 
nodes. A grid refinement study concluded that the number of struc-
tured stacks required for boundary layer flow control is about twice 
that without control and this is about 60 grid points for the boundary 
layer discretization. These meshes allow the use of structured cells 
with large aspect ratio and typically tetrahedrons at the outer domain 
boundary. Figure 7 shows the second grid generation approach 

(a) flat plat with single VGJ	 (b)detail of graph (a)	 (c) airfoil LE with two VGJs	
Figure 6 - Overview of the unstructured mesh topology for the round jet simulations, according to [11]
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frequently used for the flap flow control applications. With the use of 
the unstructured grid generator, the slits are modeled as a typical pipe 
with viscous walls. In between the structured stacks, triangular and 
tetrahedral cells are generated in 2D and 3D respectively. With this 
approach, grids for single and multiple-actuator have been generated 
up to a very high level of complexity, namely a wing-body configura-
tion with a trailing edge flap that includes 21 actuators. 

Constant blowing VGJs

Figure 9 - Numerical simulations with the two-dimensional DLR-F15 airfoil 
actuated by skewed round jets on the wing leading edge pressure side

A single skewed round jet actuator mounted on a zero-pressure gra-
dient flat plate is the most basic setup used for the verification and 
validation of the numerical steady RANS method. Constant blowing 
with an actuation velocity ratio relative to the inflow conditions larger 
than two promotes a strong streamwise vortex according to experi-
ment and simulation. Figure 8 shows the computed and measured 
streamwise and normal velocity components in a plane downstream 
from the actuation. The graphs show the presence of so-called com-
mon flow-up and common flow-down, which are responsible for 
reduction and increase of the velocity magnitude close to the surface. 
Several state of the art turbulence models have been investigated and 
Togiti et al. [11] found that the vortex strength and its position are best 
simulated with a Reynolds Stress Model (SSG/LLR-) in compari-
son with the experiment. However, all models performed fairly well. 
Figure 9 illustrates the application of this numerical method with a 

two-dimensional high-lift airfoil actuated at the wing leading edge by 
a pair of divergent skewed round jet actuators. Streamwise vortices 
form on the wing pressure side and remain close to the airfoil sur-
face on the wing suction side after passing the nose region, which is 
characterized by a very large negative pressure gradient. The vortices 
are visible over up to more than 30% of the wing chord, where these 
move closer to each other and become weaker the further the position 
downstream from the actuators is. 

Pulsed blowing slot-actuation

A pulsed blowing application on the flap of a 2-element high-lift airfoil 
DLR-F15 is sketched in figure 10, for a moderate angle of attack. 
The single-slot actuation uses a square-shape signal and, over one 
actuation cycle, the flow above the actuated flap shows the evidence 
of time-dependent spanwise vortical structures. The time-averaged 
vorticity distribution shows that a separation persistent in the baseline 
flow field is reduced in size by active flow control. The aerodynamic 
lift coefficient is therefore increased as the airfoil circulation increases 
and the time dependent lift typically shows a periodic oscillation. 

With the variation of the blowing momentum coefficient, which is a 
measure of energy requirements relative to the inflow conditions, the 
lift increment can be increased or reduced, for example, as required 
by the targeted flight conditions. Figure 11 illustrates the simulation 
results for this blowing momentum coefficient effect, where large 
increments can be obtained by moderate mass flows. However, there 
is a minimum blowing momentum that must be exceeded in order to 
obtain a benefit from the actuation. Also, saturation can be reached, 
which corresponds to an attached flow downstream the actuation. 

The comparison of the computed aerodynamic lift coefficients and 
pressure distributions with the experiment is a matter of the validation 
process for the numerical method. Figure 12 illustrates the lift coeffi-
cients over the angle of attack for the baseline flow and for the best 
experimentally found actuated setup. The pulsed blowing is an unstea-
dy phenomenon but, as before, the results are time-averaged. Despite 
particular differences, the aerodynamic behavior observed during the 
wind tunnel tests could be numerically restituted the lift increments by 
AFC for the linear lift regime are of the order of CL ≈ 0.5 and the ef-
fect on maximum lift is reproduced as well. The increased wing loading 
promotes a decrease in the measured maximum angle attack by a 
favorable AFC flap application that is correctly simulated. Figure 13 
shows the sectional time-averaged pressure distribution, with and

(a) streamwise velocity component (blue: low, red: high)

(b) wall normal velocity component (blue: low, red: high)
Figure 8	 Numerical simulation with two eddy viscosity turbulence models and a Reynolds Stress model for the validation of constant blowing actuation 
through holes on a zero-pressure gradient flat plate at 2.4  l downstream the actuator, according to [11]
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Figure 11 - Lift coefficient over the angle of attack for the DLR-F15 airfoil from 
URANS simulations, with and without AFC, according to [13]; configuration: 
2eOpt49; inflow conditions: M=0.15, Re=2 x 106

without AFC. The flow separation above the flap is evident in the base-
line pressure plateau for the flap upper side, according to the black 
symbols and lines. This flow separation is considerably reduced as 
the actuation is switched on and the flap pressure indicates a higher 
suction peak. The increased flap circulation induces an increase in 

the wing trailing edge velocity, with a lower local static pressure and 
an overall wing circulation enhancement. With the unsteady RANS 
method, the time-averaged effects are accurately simulated in com-
parison with the wind tunnel test. 

Figure 12 - Computed time-averaged lift over the angle of attack by URANS 
simulations in comparison with windtunnel measurements for the DLR-F15 
airfoil, with and without flow control

Figure 10 - Schematic view of aerodynamic changes for global and local quantities due to the time-depent pulsed blowing actuation, where the effects over one 
actuation cycle are shown with computed vorticity flowfields
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Figure 13 - Computed time-averaged pressure distributions by URANS si-
mulations, in comparison with windtunnel measurements for the DLR-F15 
airfoil, with and without flow control; configuration: 2eFC; inflow conditions: 
M=0.15, Re=2 x 106

Figure 14 - Computed time-averaged lift over the actuation frequency by 
URANS simulations, in comparison with windtunnel measurements for the 
DLR-F15 airfoil with flow control at moderate blowing momentum coefficient; 
configuration: 2eFC; inflow conditions: M=0.15, Re=2 x 106

Early wind tunnel tests have shown that an actuation frequency of 
the order of hundreds of Hertz is sufficient for significant lift impro-
vements. The variation in time of the actuation frequency, between 
0…300 Hz, which corresponds to the non-dimensional actuation 
frequency F+, of the order of 0…1, usually points out two major 
effects that are illustrated in figure 14. At low actuation frequency, 
the lift increments are low, but increase rapidly with the increase in 
frequency until  F+ ≈ 0.2. At higher actuation frequencies, the lift 
remains mostly independent of this flow control parameter. This parti-
cular flow control effect is mostly accurately simulated with the nume-
rical method. In addition, according to the simulations, the shedding 
frequency of the baseline flow separation above the flap is of about 
0.4 (not shown here). These results agree with early experimental 
findings, for example Seifert et al. [34] and Greenblatt and Wygnanski 
[2], which reported a successful application for modern flow control 
at a frequency of the same order as the natural shedding frequency. 

The pulsed blowing through slots using a square shape actuation 
signal was implemented and simulated for a wing body configuration 
representative to a narrow-body short range aircraft (see figure 15). 
The scope was to verify the capability of this flow control technology 
for application on a real aircraft configuration and to validate the nu-
merical method with the experiment [35]. The aim of using AFC was 

to suppress the local flap separation for deflection angles at which the 
flow without control cannot follow the flap contour. Figure 15 shows 
an overview from the simulations with and without control. The lower 
side of the image illustrates the complexity of such a simulation, by 
integrating the slot-actuator and performing the unsteady simulations. 
The flow topology for the baseline flow is shown in the upper left 
picture, where on the right side the results are presented for the same 
inflow conditions but with active flow control. The shaded time-ave-
raged streamwise velocity iso-surfaces located above the flap indicate 
the size and location of local flow recirculation regions. It is obvious 
that, from left to right, the flow situation was improved and only spare 
local flow separations remain visible, which are actually downstream 
the non-actuated flap portions. The static surface pressure decreases 
for wing and flap upper sides with the actuation switched on and this 
corresponds to an increased lift with about CL ≈ 0.4. Because the 
used blowing momentum coefficient remains moderate, c


 ≈ 0.4%, 

one can notice the success of the application for separation control 
on a real aircraft configuration. Nevertheless, the fact that there is to 
date no flight test in preparation for this technology shows that many 
questions concerning the actuation systems and structural integrity 
still need to be clarified. 

Figure 15 - Overview of numerical results for a high-lift wing body configura-
tion with pulsed blowing separtion control

Pulsed blowing through slots proved over the last years to perform 
well experimentally and numerically. Therefore, there have been ques-
tions on how to obtain further improvements. E.g., Hoell et al. [36] 
were concerned with a distributed actuation in order to find the most 
appropriate spacing based on CFD for energy efficient actuation. One 
of the latest reported experimental results in the literature, by Haucke 
and Nitsche, also concerns multiple and distributed actuation [37]. 
Nevertheless, an open subject remains for the baseline flow, the 
configuration that is to be controlled and the past applications have 
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been a retrofit flap shape in most of the cases. A higher potential for 
flow control is expected for a dedicated flap designed for the modern 
flow control application. Figure 16 illustrates the results of a unique 
effort to optimize the flap contour through a numerical method, in the 
search for a better receptivity for the flow control application. The ob-
jective for the numerical algorithm was to minimize a function, which
corresponds to the increase of flap separation, while decreasing the 
wing upper trailing edge static pressure. The Pareto front is illustrated in 
the left-image and it indicates the optimum for a 70%cF separated flap 
flow and with a moderately increased flap suction peak. The nose-up 
movement for the flap with more flattened upper side for this optimized 
shape can be seen in the right-image. The resulting pressure distribu-
tions are plotted in the upper part of this graph. The application of AFC 
on this flap was consequently studied numerically (not shown). The 
results revealed that the new flap is more effective than the best found 
retrofit at low blowing momentum coefficients, but delivers similar lift 
enhancement at moderate and high actuation intensity. Additionally, 
the reduced flap deflection of the optimized flap allows for a significant 
reduction in drag where the lift remains mostly retained, which was not 
possible with a retrofit shape. Nevertheless, the benefits of this opti-
mized flap shape were proven over the complete airfoil polar. This is 
considered to be a small example of what could be the future of high-
lift system design, taking into account the potential benefits offered by 
modern flow control.

Conclusions and prospects 

This overview highlights some important aspects for high-lift modern 
flow control that have been recently investigated at DLR. It shows ex-
perimental and numerical results for two control technologies, namely 
pulsed blowing by skewed round jet actuators for leading edge stall 
delay and by slot-actuators for flap trailing edge separation control. 
These technologies have matured over the last decade, concerning 
the evaluation of the aerodynamic performance. Most of the studies 
concern the implementation, on a state-of–the-art supercritical high-
lift airfoil, up to flight relevant inflow conditions. One major objective 
was to recover the maximum lift loss due to the slat retraction, by 
using active flow control. It was shown that the combined actuation 
systems can support significant lift increments at moderate, as well 
as for high, Reynolds number flows. The numerical method based on 
the Navier-Stokes equations was validated with wind tunnel experi-
ments and a first complex study of high-lift wing body configuration 
with flow control was successfully conducted.

The flow control technologies by pulsed blowing showed significant 
potential for flight relevant separation control. However, further efforts 
are needed, especially for system design and integration, as well as 
for the optimization of energetic requirements prior to use on future 
transport aircraft 

Figure 16 - Results of flap shape optimization for flow control application: pareto-front diagram (left) and corresponding shape and pressure distribution of the 
baseline flow from start point and optimized shape (right)
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Acronyms

AFC		 (Active Flow Control)
DLR		 (Deutsches Zentrum für Luft- und Raumfahrt) 
	 (German Aerospace Center)
DLR F15	 (DLR Forschungskonfiguration Nr. 15) 
	 (DLR research configuration No. 15)
CFD	 (Computational Fluid Dynamics)
DNW	 (Deutsch-Niederländische Windkanäle) 
	 (German Dutch Wind Tunnels)
NWB	 (Niedergeschwindigkeits-Windkanal Braunschweig) 
	 (Low Speed Wind Tunnel Braunschweig)

KKK		 (Kryo Kanal Köln)
	  (Cryogenic Windtunnel Cologne)
ProHMS		 (Prozesskette Hochauftrieb mit multifunktionalen Steuerflächen
		 (process chain for high-lift applying multi-functional 
		 control surfaces)
LE		 (Leading Edge)
TE		 (Trailing Edge)
TUB		 (Technische Universität Berlin)
TUBS		 (Technische Universität Braunschweig)

AUTHORS

 

Vlad Ciobaca received his diploma in 2005 from the University 
Politehnica Bucharest, Faculty of Aerospace Engineering and 
he has been a PhD candidate (TU Berlin) since 2011. He is a 
Research Scientist within the DLR Institute of Aerodynamics 
and Flow Technology, Transport Aircraft Department and High-

Lift Group. His field of research is High-Lift Aerodynamics, with a focus on 
Flow Control, including Mesh Generation, Numerical Simulations and Experi-
mental Aerodynamics, and Wind Tunnel Simulations.

 

Jochen Wild received his diploma from TH Darmstadt in 1995, 
and his PhD from TU Braunschweig in 2001 on “Numerical 
Optimization of High-Lift Airfoils by solution of RANS equations 
(transl.)”. He is a “High-Lift” Research Scientist and Team Lea-
der within DLR Institute of Aerodynamics and Flow Technology, 

Transport Aircraft Department. His field of research is High-Lift Aerodyna-
mics, including Numerical Simulation and Design Optimization, Mesh Gene-
ration, Experimental Aerodynamics and Flow Control.


