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Numerical simulation of active flow control using plasma actuators is dependent 
upon the development of models accounting for the effects of the actuators on the 

flow. These can be obtained either by using experimental results coupled with strong 
assumptions regarding the plasma force distribution, or through numerical simulation. 
The objective of this paper is to investigate the characteristics of DBD plasma source 
terms obtained using direct numerical simulation. Using ONERA's in-house plasma 
solver COPAIER, we propose an insight of a complete chain of numerical models, 
ranging from the plasma discharge description to the computation of a DBD-induced 
ionic wind.

Introduction

Flow control with active actuators requires efficient, robust, easy to 
integrate and low energy consumption devices. Among these, Die-
lectric Barrier Discharge (DBD) actuators have already demonstrated 
their efficiency in delaying flow separation or turbulence effects [5]. 
Following these promising results, some numerical studies have been 
conducted in order to estimate the effects of such actuators in other 
situations and also to try to determine their best locations and opera-
ting conditions [6]. As far as flow control is concerned, these nume-
rical simulations involving plasma actuators are mainly focused on 
the aerodynamical effects and, in order to model the plasma actuator, 
simplified source term expressions are used, with regard to both the 
geometrical and temporal aspects. Indeed, in such studies, the effects 
of Dielectric Barrier Discharges are mainly considered to be localized 
in a small rectangular area around the tip of the exposed electrode and 
the total exerted force is assumed to be uniformly distributed within 
this volume. The mean value of the source term is then fixed using 
some experimental measurements [5]. As for exploring the time-mo-
dulation of the actuator effects, periodic Heaviside-shaped functions 
are considered, the only remaining parameters being the duty cycle 
and the operating frequency [6]. In order to obtain a more accurate 
source term describing the plasma actuator, it can be reconstructed 
from the Navier-Stokes equations using experimental measurements, 
such as the gas velocity distribution, and some simplifying assump-
tions such as neglecting the pressure gradient [9]. Another idea is to 
completely model the discharge numerically and then to estimate the 
electric force exerted by the plasma on the flow from the computed 

electric field, the charged species densities and their velocities. Such 
numerical simulations are particularly challenging and some strate-
gies, such as asynchronous [3] or implicit [14] [15] [16] ones, have 
been tested in order to tackle these multiscale problems. 

In this paper we will investigate how this last approach is developed 
within the plasma solver COPAIER developed at ONERA, focusing on 
a particular sinusoidal DBD actuator. In a first section, we will des-
cribe the physical model used for the plasma. Then, in a second part, 
the numerical hurdles inherent to this model will be presented, as well 
as the numerical methods used in COPAIER, in order to overcome 
them. In a third section, the specific test-case of DBD actuation will 
be presented, as well as its numerical discretization. The dynamics 
of its discharge will be explained thoroughly in the next part. Then, 
the estimate of the electric force will be discussed in a fifth section. 
Finally, in the last two parts, the coupling of the COPAIER solver with 
the in-house Navier-Stokes solver CEDRE is presented and the effect 
of the time resolution of the source term will be investigated.

Plasma Model

The simulation of the dynamics of all of the species composing the 
plasma is based on the resolution of conservation equations for the 
densities of the species taken into account. These equations can be 
written in the generic form:

( ) .  t i x i i in n v S∂ +∇ =
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where ni is the density of the i-th species and vi is its velocity. The 
right-hand term Si describes the kinetic source term accounting for 
the creation (or destruction) of the charged species. The velocities 
should, in theory, be obtained by solving a similar equation for the 
momentum. Nevertheless, the inertia of charged particles being very 
low, the COPAIER solver assumes that the velocity is given by a mo-
bility law depending on the local flow velocity and Electric Field. This 
mobility law is written as follows:

 x i
i g i i

i

nv U E D
n

µ ∇
= + +

where Ug is the surrounding flow velocity, E is the electric field and µi 
and Di are respectively the mobility and diffusion coefficients of the 
considered species. As for the Electric Field, E, it is assumed to be 
the solution of a Poisson equation.
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where  is the volumic charge induced by the charged species,  is 
the local permittivity of the material and  is the Electric Potential. It is 
assumed that the boundary conditions allowing the Poisson equation 
to be solved are either of Dirichlet type (anode and cathode) or of 
Neumann type (exterior boundaries).

The source term Si describes the kinetics responsible for the crea-
tion of the charged species. Numerous kinetics models exist for 
atmospheric plasma discharges, involving different numbers of 
species [8]. In order to limit the number of species and reactions 
to be considered, some studies consider plasma discharges in 
nitrogen where the kinetics can be described using two reactions 
and three species only. However, one key-point of discharges in 
air is the possibility of creating negative ions by attaching electrons 
to dioxygen, which is not possible using only nitrogen. Although 
the user of the COPAIER solver could define a set of hundreds of 
species and reactions to model the kinetics, he would face major 
problems due to a heavy computational load, so it is of prime impor-
tance to limit the complexity of this part. Thus, henceforth we will 
consider, as proposed by J.-P. Boeuf in [2], a reduced model for the 
kinetics, composed of electrons and three species Nn, Np and Nm, 
standing respectively for the neutral, positive and negative ions. The 
set of reactions to be considered can then be limited to only four, as 
described in the following Table 1.

Name Description Coeff.

Ionisation 2
n p

N e N e+ → + ki

Attachment n m
N e N+ → k



Electron-ion
Recombination

p n
N e N+ → kR

Ion-ion
Recombination

p m n
N N N+ → kR

Table 1 - Reduced kinetics

It must be noted that these coefficients depend on the local electric 
field. In particular, no ionization occurs if the electric field magnitude 
is lower than the breakdown value for air. The BOLSIG+ solver [4] 
provides values for all coefficients (ionization, attachment, etc.) for 

both nitrogen and dioxygen. The values for the coefficients associa-
ted with the reactions defined here are then calculated so that they 
are consistent with the composition of N (20% dioxygen and 80% 
nitrogen) and can be found in [17]. 

For the kind of discharge that we are interested in, it has already been 
shown that the photoionization process does not play an important 
role and may instead induce a higher computational burden [13]. Its 
interest is limited to the spontaneous creation of electrons out of neu-
tral particles in order to guarantee a minimum density of electrons 
available for the ionization process. In this model, this phenomenon is 
not considered and, instead, a minimum density has been introduced 
for each species. Practically, this minimum has not been reached 
during our simulations.
 
Furthermore, some specific phenomena must be considered for the 
plasma dynamics. These are of two kinds: the first is the secondary 
emission of electrons at both the cathode and dielectric surface. De-
noting the positive and electronic fluxes at these surfaces by J+ and Je 
respectively, there is a secondary emission coefficient g, depending 
on the material of the surface, such that Je = -  .J+ . Obviously, 
when an AC voltage is used, the stressed electrode plays the role 
of an anode and a cathode alternatively. It must be noted that in the 
anode alternative, the incoming positive ion flux is assumed to be zero 
so that no secondary emission occurs during this phase. 

The other phenomenon describes the fact that some charged species 
can be trapped on the surface of a dielectric material and then act as 
a surface charge for the Poisson equation. This induces a disconti-
nuity for the electric field in the direction normal to the surface of the 
dielectric material:

 

.E nε σ=

Finally, the electric force exerted on the fluid can be modeled using 
the electric field and the densities of the charged species. It can be 
written as:

i i
i

F n q E=∑
Solving this model is challenging, since it is heavily multiscale in both 
space and time; this point has already been reported in other refe-
rences, with similar models and setups; see for example [3], [14], 
[15] or [16]. In these studies, these problems have been tackled 
either by using specific numerical approaches (asynchronous or 
implicit schemes) or by focusing on lower voltages and/or higher 
frequencies. We will recall here the main reasons explaining why this 
problem is multiscale. Firstly, more than the obvious scale difference 
between the actuator size (some centimeters) and the characteristic 
length of the flow when dealing with drag reduction (about one meter 
or more), the plasma model introduces its own scale differences in 
size and, as a consequence, in time. In order to illustrate this point, 
let us consider the case of electron dynamics. We first must remark 
that the Electric Field generated has a singular point near the tip of the 
stressed electrode (illustrated in Figure 5), introducing steep varia-
tions over very small distances. Describing this effect accurately thus 
requires the consideration of very small characteristic lengths, even 
smaller than the anode thickness, which is of about 70 microme-
ters. Moreover, given that the electronic mobility is dependent on the 
electric field value, their drift velocity is large in this area. The charac-
teristic time associated with the transport phenomenon can then be 
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defined as the ratio between the characteristic length and the velocity, 
leading to characteristic times as small as some picoseconds. Never-
theless, this multiscale aspect is not limited to the tips of the stressed 
electrodes. Indeed, when the densities of charged species are high 
enough, the effect of the local charge on the electric field must be 
considered, introducing a new characteristic length, known as the 
Debye length:

2
B e

D
e e

k T
n q
ελ =

For atmospheric plasma discharges such as those that we are in-
terested in, for an electronic temperature around 10000 K and an 
electronic density that can be as high as 1018 m-3, the Debye length 
can shrink rapidly down to one micrometer, introducing a three or-
der scale difference between the geometry of the electric field and 
the actuator size, which is generally millimetric. Other phenomena, 
such as ion kinetics, also have characteristic times depending on the 
electric field values, although their dynamics might not be the most 
constraining ones. The table below sums up the different time scales 
that we have to deal with when trying to simulate an atmospheric 
plasma discharge.

Phenomenon Characteristic time

Transport of electrons From 1 ns to 1 ps

Electric field variations From 1 µs to 0.01 ns

Kinetics From 0.1 to 10 µs

Transport of heavy species (ions) From 0.1 to 1 ns

Plasma dynamics From 0.01 to 0.1 ms

Ionic wind About 1 ms

Table 2 - Characteristic times for a plasma discharge

Numerical methods used in COPAIER

Turning to numerical models, the multi-scale aspect discussed in the 
model translates into two different notions, which are the mesh size 
and the time step. As regards the first one of these, a refined mesh 
must be used, at least locally, in order to accurately solve the electric 
field profile. Nevertheless, in order to correctly describe the experi-
mental set-up, the size of the computational domain must remain 
large enough, which can lead to computations involving a huge num-
ber of unknowns if the mesh size is almost constant. 

In order to overcome this difficulty, the COPAIER solver is able to 
simultaneously use two types of meshes. On the one hand, a struc-
tured mesh based on quadrangles can be used where precision is 
needed. It is well-known in the Applied Mathematics community that 
structured meshes allow for better (precision-wise) and often faster 
numerical results, but also introduce numerous unneeded mesh cells 
where mesh refining is concerned. On the other hand, an unstructu-
red triangle-based mesh enables complex actuator geometries to be 
taken into account and also enables less-refined mesh zones to be 
easily defined, in order to limit the number of Degrees of Freedom 
(DOFs). This aspect is illustrated in Figure 4.

For the time step, the major hurdle is to deal with the multi-scale 
aspect of the model. The simplest way to tackle this would ob-
viously be to numerically solve all phenomena using the most 
constrained time step. Unfortunately, some equations, such as 
the Poisson equation for the Electric Field, require relatively high 
computational times so this approach would not be able to provide 
numerical results within a reasonable time. As a consequence, a 
different approach has been chosen in COPAIER. As explained pre-
viously, the numerical model for plasma discharges can be split 
into three different parts (drift-diffusion, kinetics and the Poisson 
equation). Each of these will then be dealt with using a specific 
numerical method, which allows for adapted time-integration strate-
gies such as sub-cycling (for the phenomena with the smallest time 
steps) and splitting methods. For this last point, given that all of the 
numerical methods used in COPAIER are second-order accurate in 
time, the Strang splitting strategy, which guarantees a second-order 
accurate coupling, has been used. We will now briefly explain the 
various numerical methods used to solve all of the equations of the 
plasma model.

In order to solve the drift-diffusion equation, a Finite Volume ap-
proach, which is well-suited when dealing with conservation equa-
tions, has been chosen. More precisely, the fluxes at each edge of 
the mesh are estimated using a MUSCL reconstruction, ensuring a 
second-order (space-wise) approximation [18]. This kind of method 
requires an estimate for the gradient of the density profile. When the 
mesh is unstructured, a dual-mesh algorithm using the Green formula 
to estimate the gradient is implemented. The time-integration part is 
performed using the Heun Method, which is known to be conditionally 
stable (the time step must comply with the classic CFL condition) and 
also second-order accurate in time.

The Finite Element Method has been used to solve the Poisson equa-
tion. In order to remain consistent with the accuracy provided by the 
numerical scheme used for the transport of the species, a P1-Finite 
Element formulation has been implemented for the unstructured 
mesh, while a Q1 formulation has been used for the structured part 
of the mesh. In order to limit the computational burden imposed 
by this method when refined meshes are used, a non-overlapping 
Schur method has been developed. It relies on a decomposition 
of the rigidity matrix, allowing the values of the potential on the 
nodes corresponding to the interface between the structured and 
unstructured meshes to first be determined. It must be noted that 
this requires either solving a linear system of size Ninterf (i.e., the 
number of nodes on the interface) at each time step, or inverting 
the Schur matrix (of size Ninterf

2). The efficiency of this algorithm 
is then lessened when the interface size grows, which should limit 
its use to 2D meshes. Given that the structure of the Schur matrix 
does not change over time, a LU decomposition is performed (only 
once, as a preprocessing task), in order to compute its inverse. 
Another matrix inversion is needed at every time step, when compu-
ting the electric field within each domain. Depending on the size of 
the mesh, either a direct LU decomposition or an iterative Conjugate 
Gradient Method can be used. 

Finally, considering the kinetics dynamics, a second-order explicit 
Runge-Kutta method has been developed. This method is based on 
the estimation of a maximum time step ensuring the positivity of the 
components of the kinetics.
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Numerical computation of a plasma actuator effect: 
a DBD Test-case 

In this section, we will present the numerical computation of the elec-
tric force induced by a DBD-type discharge. The test-case that has 
been chosen corresponds to an experimental setup proposed by S. 
Roy [1] and illustrated in Figure 1. 
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Figure 1 - Experimental Set-Up

Such a configuration is an interesting one to model numerically, since 
it has been extensively studied and its working frequency is quite high 
so the periodic behavior of the actuator is reached within a short time. 
This last point is of prime importance, since it allows us to perform 
numerical computations of this periodic behavior while limiting the 
associated computational cost.
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Figure 2 - Computational Domain

The experimental setup can be described numerically using a 2D 
computational domain defined as in Figure 2. It must be noted that 
the cathode does not appear on this figure; this is motivated by the 
absence of plasma in the area near the cathode. Thus, describing the 
volumic cathode would require small mesh cells where no plasma 
dynamics would occur.

The effect of the cathode is instead taken into account by using a 
Dirichlet boundary condition on the part of the lower domain boun-
dary corresponding to the location of the cathode. The potential 
profile shown in Figure 3 matches the results already presented by

Figure 3 - Potential profile

Unfer et al in [3] for a Laplacian potential for the same configuration, 
which shows that this representation indeed provides a correct elec-
tric field.

The phenomena discussed in Part 2, such as the secondary emission 
and the electric field discontinuity at the boundary of the dielectric, 
are included through an identification of all the mesh edges corres-
ponding to the surface of the dielectric or the anode. For each edge, 
the “incoming” flux of charged species is used either for computing 
the contribution of the secondary emission (modification of the flux 
for the electrons) or to update the accumulated charge on the surface 
of this part of the dielectric. The total charge on the dielectric can then 
be calculated at every time step through a sum of all of the charges 
contained within the “dielectric edges”.

With this model, the mesh used focuses on the part where precision 
is needed, more specifically near the surface of the dielectric and in 
the vicinity of the tip of the anode. In order to contain the computa-
tional cost as much as possible, the size of the mesh cells increases 
quickly as the distance to the anode grows. Such a strategy is well-
suited for our numerical resolution of the Poisson equation. Indeed, 
as stated before, Neumann boundary conditions have been used for 
the exterior boundary, so that the profile of the computed electric field 
can be significantly modified if the size of the computational domain 
is not large enough. The use of an unstructured mesh allows us to 
define a computational domain large enough to neglect the effect of 
the Neumann condition (see again Figure 3) on the results, while limi-
ting the number of degrees of freedom.

The structured part of the mesh contains the area where the electric 
field singularity is located, as is shown in Figure 5 and Figure 6, where 
the electric field is represented near the anode with the mesh used.

Figure 4 - Example of mesh refinement

Figure 5 - Example of an electric field profile and mesh
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Figure 6 - Electric field singularity and mesh (zoom)

The model for the kinetics has already been discussed in Section 2. 
The discharge is assumed to occur in air at atmospheric pressure 
and ambient temperature. The accumulation of charged species at 
the surface of the dielectric material is taken into account. The applied 
potential has an amplitude of 10.5 kV, which corresponds to 21 kV 
peak-to-peak (ptp). 

Physical parameters

Signal shape Sinusoidal

Applied voltage (ptp) 21 kV

Frequency 14 kHz

Relative permitivity (dielectric) R=3

Secondary emission coefficient =10-4

The use of a structured mesh allows the precision of the results to be 
preserved, while limiting the number of cells used. It must be noted 
that the minimum mesh size corresponds to the discretization of the 
anode width and leads practically to dimensions comparable to the 
minimum Debye length attained during the discharge. This ensures 
that the electric field will be correctly solved even when the plasma 
is established.

Numerical parameters

total number of cells 15192

Total number of edges 27361

Min mesh size 10 µm

Min time step 5.10-12s

Physical time simulated 300 µs

As for the initial condition, only the density profiles have to be given. 
We assumed that the densities of the charged species are all constant 
within the computational domain and an arbitrary low value of 10-9.m-3 
has been used. The neutral density is the one measured in air at at-
mospheric pressure and ambient temperature, which is 2.5.1026.m-3. 
The charge on the surface of the dielectric is assumed to be zero at 
the beginning. Practically, our computations using several different 
values showed that the effects of the initial conditions remain limited 
to the dynamics of the first period of the discharge. The COPAIER 

solver version used in to simulate this test-case is single-threaded. 
This computation took about a week to complete, on an Intel quad-
core  2.66 GHz workstation equipped with 8 GB of RAM.

Discharge Dynamics

After the first period, the discharge dynamics enters a periodic re-
gime, with the same period T of the actuation (T=1/14000 s), which 
can be split into four different steps. In a first part, the voltage applied 
to the anode rises and as soon as the Voltage breakdown value is 
reached, the process of ionization begins, yielding a cloud of high 
positive ions densities.

Figure 7 - Positive ion density – streamer beginning time = 3T + T/10

This streamer propagates along the dielectric material while charging 
its surface, as represented in Figure 7 and Figure 8. Given that the 
density level variations may reach several orders of magnitude, the 
quantity represented in these figures is the logarithm of the density.

Figure 8 - Positive ions - maximum streamer extension time = 3T + T/4

Please note that in all of the figures, the anode and dielectric part are 
indicated respectively by the grey and (thin) white areas, but they 
can also be inferred from the cloud profile: the dielectric lies at the 
bottom of the cloud, while the downstream tip of the anode is located 
at the very bottom-left corner of the cloud. This streamer leads to a 
modification of the electric field, as shown in Figure 9 (in this figure, 
only the anode and the dielectric surface have been specified). The 
electric force created in this phase has the shape of the ionic cloud. 
The density of the force is expressed in N.m-3 in Figure 10.

Then, after the voltage peak, the electric field decreases rapidly until 
its value is driven by the local charge instead of by the voltage applied 
to the anode, as seen in Figure 9. During this phase, the cloud of 
positive ions moves a little backwards toward the anode, which is 
represented in Figure 11.
 
In a third phase, the discharge enters a negative regime as the ap-
plied voltage becomes negative. During this part, the behavior of the 
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discharge differs significantly from that occurring during the positive 
part. Indeed, as the electric field reaches the breakdown value, the io-
nization always creates both positive ions and electrons, but the latter 
is no longer absorbed by the anode and instead travels very quickly 
towards the positive part of the dielectric surface. As a by-product, a 
lot of negative ions are created along the way by the electrons. Due 
to the high velocity of the electrons, this effect happens several times 
during this phase, generating pulses of high electronic and negative 
ion densities within low densities zones. In Figure 12 the negative 
ion density (on a logarithmic scale) during one pulse is represented; 
the production of negative ions has ended near the anode and the 
negative ions are attracted towards the positive area of the dielectric.

Figure 9 - E. field: (V/m): dielectric charge effect - time = 3T + T/2

Figure 10 - Force magnitude profile in the positive part of the discharge 
time = 3T + T/4

Figure 11 - Positive ions attracted back to the anode - time = 3T + 3T/8

Figure 12 - Negative ion density - time = 3T + 3T/4

During this step, the electric force exerted on the flow is located closer 
to the tip of the anode and is duration is limited to that of each pulse. 
In Figure 13, the force profile during one of these pulses is repre-
sented. It can be noted that the maximum value is still comparable to 
that obtained during the positive part, but on a much smaller scale. 
In this image, the two main contributions of the pulsed aspect to the 
electric force can be seen. Indeed, the small and intense one near 
the electrode tip represents the creation of the electronic high density 
zone, while the more diffuse part corresponds to the lesser important 
and slower part of the force created by the negative ions generated 
along the trajectory of the electrons.

Figure 13 - Force magnitude profile during the negative part 
time = 3T + 3T/4

Finally, in a fourth phase, the potential again rises towards zero. The 
ionic cloud vanishes either into the anode, or by charging the dielec-
tric surface negatively. A new cycle can then begin.

Electric force estimates
 
The representation of the electric force term proves to be difficult 
if performed both in time and space. Indeed, as stated in the pre-
vious section, the amplitude of the electric force varies very rapidly 
(by several orders of magnitude) both in time and space. In order 
to gain a proper understanding of its dynamics, we have chosen to 
represent either its time or space variations. More precisely, we will 
be interested in both of the following quantities, the first one being:

( ) ( )
Ù

,tF t F t x dx= ∫
where  is the whole computational domain; this represents the time 
variations of the total force generated by the actuator. The other term 
is written as

( )
( )

( )
11 ,

k T

x
kT

F x F t x dt
T

+

= ∫
where T is the period of the actuator; this represents the spatial distri-
bution of the mean (in time) force exerted by the actuator on the flow. 
This last term is represented in Figure 14 and shows that the main 
part of the actuator effect on the flow will be located within the first 
millimeters, near the downward tip of the anode. 

The time evolution of the total force exerted by the actuator follows 
a periodic pattern, except for the very first period of actuation. This 
can be seen in Figure 15, where the first four periods of the computed 
electric force are represented. In this figure, the blue line represents 
the force module while the green and red lines respectively stand 
for the parallel (x-) and normal (y-) forces. The evolution of these 
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quantities is consistent with the discharge dynamics, since we have 
two main behavior types. The first is a smooth curve, which is gene-
rated by the positive streamer described in the previous section, while 
the second shows a series of peaks, which correspond to the electro-
nic pulses generated during the negative part of the discharge. 

Figure 14 - Electric force profile: mean value over one period of actuation

N/m0.1

0.06

0.02
0

 0 5.10-5 1.10-4 2.10-4 s

Figure 15 - Total force dynamics (N/m), first four periods at 14 kHz

The difference in the first period lies in the force exerted during the 
positive phase of the discharge. It can easily be explained by the initial 
conditions used for the numerical simulation. Indeed, at the begin-
ning of the simulation, the densities of all species are assumed to 
be constant over the computational domain and the charge at the 
surface of the dielectric is set to zero. In fact, after the first period, the 
dielectric surface has a negative charge because the applied potential 
begins a new period, yielding higher values for the electric field gene-
rated near the tip of the anode and an earlier start of the streamer, 
allowing for a very important electric force being exerted on the gas. 

The total deposited charge on the surface of the electrode is repre-
sented in Figure 16 and indeed shows a periodic behavior after the 
first two periods of the actuator.  It can also be noted that the nega-
tive charge deposited during the negative part of the cycle is slightly 
greater than the positive one, but with a shorter duration. Given that 
our model is 2D and does not model the actual length of the anode, 
this charge is expressed in C/m (charge by unit of anode length).

We are interested in the evolution of the force during one period. In 
Figure 17 the force computed for the fourth period of the actuator is 
represented.
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Figure 16 - Charge deposited on the surface of the dielectric material
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Figure 17 - Force exerted during the fourth period

We observe that the total force is mostly created during the positive 
part of the cycle, while the streamers triggered later in the negative 
part seem to hold only a minor contribution. In fact, the positive cycle 
describes a regime of glow discharge and the negative one is formed 
of successive streamers triggered at different times, depending stron-
gly on the slope of the applied potential.

The total force generated corresponds to the mean value calculated 
in one period

( )

( )
11 ,

k T

TOT
kT

F F t x dtdx
T

+

Ω

= ∫ ∫
For our test-case, the computed value for this set-up is about 
19 mN/m and the experimental value given by Durscher and Roy [1] 
is around 20 mN/m. Hence, the discrepancy between measurement 
and modeling is here less than 1mN/m, which is a good estimation, 
given the (relatively) low level of complexity of the modeling.
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Having such a numerical model allows for a parametric study to de-
termine the trends of the discharge dynamics and characteristic when 
the applied voltage or the frequency are changed. 

In Figure 18 the average force time-profiles for both 7 kHz and 14 kHz 
actuators are represented. The dynamics of both discharges remain 
similar with the smooth positive part and the pulsed negative one. In 
terms of amplitude, it can be noted that a higher frequency yields a 
higher force term. 

St
re

ng
th

 m
N/

m

Average force x on one period V=21kV

14 kHz
7 kHz

100

50

0

-50
 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
 Time in number of period of 7 kHz

Figure 18 - Total force dynamics 14 kHz,  7 kHz

Conversely, in Figure 18, both of the average force time-profiles for 
two different voltages are represented. Unsurprisingly, a higher vol-
tage creates a higher force term. It can also be noted that increasing 
the voltage also increases the number of pulses during the negative 
part of the discharge.

A parametric study of the total force variation with respect to the ope-
rating voltage has been performed. The frequency is set to 14 kHz.
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Figure 19 - Total force dynamics 16kV 21 kV

In Figure 20, the total body force for voltages ranging from 14kV to 28kV 
is shown. When comparing these values with the experimental results 

of S. Roy [1], we observe a small discrepancy in the total body force 
(less than 1mN/m) for voltages of around 21kV and a larger one for low 
voltages. The evolution of the force with the applied voltage seems to 
follow the well-known “exponential law” (F of order V3/2, represented with 
a red line in Figure 20), at least for low voltages. In the range of high 
voltages (larger than 26 kV), the body force seems to reach a threshold. 
This effect, numerically observed for voltages up to 32 kV (not repre-
sented here), still needs further computations, although this phenomenon 
has been noticed by many experimentalists in other configurations. For 
example, the induced velocity does not increase with the voltage for a 
high enough voltage [11]. This fact has also been noted by the group of 
J.P. Boeuf [7], which suggests that the induced velocity will eventually 
reach a limit.
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Figure 20 - Mean total force vs. applied voltage

Ionic wind estimate

In order to compare our numerical results with experimental data, we 
need to estimate the ionic wind generated by the discharge. For this 
purpose, the actuator effect will be modeled as a momentum source 
term in a Navier-Stokes solver. The ONERA in-house Navier-Stokes 
solver CEDRE [12] has been used to compute the flow created by the 
DBD-discharge. This flow computation corresponds to a typical flat 
plate case. The actuator characteristics are kept unchanged with a 21 
kV (ptp) sinusoidal potential at a 14 kHz frequency. 
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Figure 21 - Source term (N/m3/s) as seen by CEDRE

The electric force, as it appears in its periodic regime, has been com-
puted by the plasma solver COPAIER and averaged over one period. It 
is then introduced as a time-wise constant source term, while it varies 
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in space, as shown in Figure 10. More precisely, the Navier-Stokes 
solver considers a P1-reconstruction of the source term, which is 
given as point-located values. In order to avoid errors in the total force 
due to this interpolation, a very dense set of points has been used 
near the tip of the electrode. This is illustrated in Figure 21.

The computations were performed using a turbulent k-w model, 
which provides a better description of the wall-jet nature of the flow 
[10]. The computation is an unsteady one, but what we are aiming at 
is a steady-state flow profile, so that this can be compared with the 
experimentally measured profiles.

The results are shown in Figure 22 and Figure 23 respectively for the 
x-component and y-component of the ionic wind velocity.
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Figure 22 - Parallel (x-) velocity profile
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In these figures, it may be noted that the ionic wind maximum parallel 
velocity is of about 6 m.s-1 and is reached near the tip of the anode, 
where the electric force source term is the most important. The per-
pendicular velocity is negative and its maximum amplitude is of about 

1.8 m.s-1, which is reached a little over the exposed electrode. This 
zone corresponds to a suction zone.
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Figure 24 - Velocity y-profile for various positions downstream

The profiles of the parallel component Ux of the velocity at various 
locations downstream from the tip of the anode are represented in 
Figure 24. The effect of the actuator fades as the distance increases. 
These numerical results can be compared with the experimental 
measurements of ionic wind velocities from Durscher and Roy in 
[1]. The location of the probe is 15 mm downstream from the tip 
of the anode.

It can be seen in Figure 25 that the shape of the experimental 
and computed curves is similar, but the “width” of the wind crea-
ted experimentally seems to be larger than that computed. While 
the order of magnitude for the velocity is correct, the difference 
between the maximum values remains significant (about 5 m/s for 
the experiment against 3.5 m/s for the computation).

y 
(m

m
)

Pitot

PIV

5

4

3

2

1

0
  0 1 2 3 4 5 6

Ux (ms-1)

Figure 25 - Experimental velocity y-profile, probe at location x=15mm, 
from S. Roy et al [1]
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Ionic wind profile: influence of the temporal dynamics 
of the source term

In the previous section, the effect of the actuator on the flow has been 
assumed to remain constant, given the short period of the actuator. 
Nevertheless, the time-profile of the space-integrated electric force 
shown in Section 5 indicates that the actual effect of the actuator 
does not exactly consist in a continuous medium-amplitude effect, 
but rather in short pulses of a high amplitude force. In order to inves-
tigate the possibility of coupling between the time-dynamics of the 
actuator and the aerodynamics, allowing for a better efficiency of the 
ionic wind generation, another computation has been set-up. 
In this numerical test, the source term is no longer assumed to be 
constant in time, but rather is approximated using a piecewise-
constant function. We then define a sequence of ten different source-
term profiles, each one representing the mean effect of the actuator 
during a tenth of an actual period. They are defined as follows: 
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Obviously, this piecewise approximation preserves the mean force 
value over one period, so that this test-case can be compared force-
wise with that described in Section 7. It must be noted that, as stated 
in the introduction of this paper, many numerical experiments have 
already been conducted in order to determine the effect of the duty 

cycle of a plasma actuator on the aerodynamics [6]. The study pro-
posed here differs significantly from these by modifying both the tem-
poral and spatial distribution of the force source term created by the 
actuator. More precisely, instead of just adjusting the amplitude of the 
source term, the changes of its shape throughout the actuator period 
are also taken into account, performing the complete simulation of the 
discharge. However, in order to save computational time, the objec-
tive remains to use a source term pre-processed by the COPAIER 
solver, so complete coupling with the fluid solver as in [16] is not 
considered.

In Figure 26, Figure 27 and Figure 28 the velocity fields and profiles 
at different times within an actuation period are represented, after the 
periodic regime of both the actuator dynamics and the flow evolution 
are reached. The position of the anode tip is indicated with a white line 
and the width of the image corresponds to 10 millimeters. 

In the first of the three figures, the velocity field is that created during 
the previous periods of actuation and the action of the actuator for the 
considered period has not yet begun. The velocity of the flow near the 
tip of the anode shows low values. 

In the second figure of the set, a high velocity “bubble” has appeared 
due to the action of the positive part of the discharge; its effect is mainly 
located near the anode. As explained previously, the effect of the nega-
tive part of the discharge shows a lower relative effect and just allows 
the transport of the “bubble” downstream to be accompanied. 

Figure 26 - Velocity field at t = 400T
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Figure 27 - Velocity field at t=400T+T/3

Figure 28 - Velocity field at t=400T+2T/3
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In the third figure, the merging of the bubble with the already esta-
blished velocity field can be seen. 

As a consequence of this behavior, the velocity y-profiles (curves 
in the right hand side of the figures) will show different dynamics 
depending on their distance to the actuators. If the point of mea-
sure is far enough from the downstream tip of the anode, the 
profile will mainly remain unchanged by the effect of the actua-
tor. When considering close enough points of measure (e.g., 1 
mm and 2 mm), it can be seen that the  profile shows small but 
still significant differences depending on the part of the actuator 
period that we are considering. If the shape remains globally the 
same, the maximum value attained varies (from about 5.7 m.s-1 
to 6.2 m.s-1 for the 1mm curve), due to the transport of the “high 
velocity bubble”. Once this effect has become diffused within the 
established velocity field, no further dynamical effect is visible.

These preliminary results hint at a new aspect of the definition of 
the body force term created by a plasma actuator. Indeed, when 
compared to a constant mean-valued functioning of the actuation, 
the coupling between the complete dynamics of the actuator and the 
flow dynamics modifies the velocity field near the anode and leaves 
it unchanged further away. It can then be inferred that trying to deter-
mine a constant value of the electric force using velocities either mea-
sured far away from the anode or averaged may lead to inaccurate 
results.

Moreover, when averaging the velocity field over time, it can be seen 
that the area where the maximum velocity is attained is no longer 
located at the very tip of the anode, but rather slightly downstream 
(Figure 29). This “shift”, which has already been observed in experi-
mental velocity profiles [9], could then be explained by the temporal 
dynamics of the source term. This point will be further investigated in 
future studies by considering test-cases involving lower frequencies 
(and higher voltages, in order to preserve the order of magnitude of 
the force).

Figure 29 - Time-averaged velocity field

Conclusions

The COPAIER solver enables complete 2D numerical simulations of 
plasma discharges to be made. The physical model takes into account 
complex kinetics mechanics, as well as the interaction of the charge 
species dynamics with the electric field. It has then been shown on a 
sinusoidal DBD test-case that the effect of the actuator tends toward 
a periodic behavior and the importance of the dielectric charge for the 
cycle has been demonstrated. The computed total force proves to be a 
good estimate when compared to the experimental results and the para-
metric studies show the same trends as those experimentally observed. 
However, the flow computations using the computed source term re-
veal some discrepancies with the experimental results of DBD-induced 
ionic wind velocities, particularly when considering the maximum velo-
city attained by the flow. Nevertheless, the ability to use the numeri-
cal computations performed with COPAIER to investigate the coupling 
between the aerodynamics and the dynamics of the plasma discharge 
has been demonstrated.  In particular, estimating the body force term 
using only velocity measurements away from the tip of the anode may 
not be representative of the actuator effect and may lead to incorrect 
results when trying to extrapolate the effects of the actuator for different 
voltages or frequencies, emphasizing the need for further numerical and 
experimental studies, in particular at lower frequencies 
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Nomenclature

E Electric Field (V/m)
Ug Gas velocity (m/s)
F Frequency of the discharge (Hertz)
V0 Voltage applied to the exposed electrode
kB Boltzmann Constant
PIV Particle Image Velocimetry
Te Electronic Temperature (K)
vi Velocity of the species “i” (m/s)
Vb Voltage breakdown of the air gap (Volt)
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