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Développement d’un modéle fondamental Vision-Langage pour la compréhension automatique
d’images SAR multi-sources

Le département DEMR de 'ONERA est reconnu pour son expertise dans I'acquisition, la simulation et
I'exploitation des données radar, en particulier en imagerie SAR (Synthetic Aperture Radar). Grace a leur
capacité a fonctionner de jour comme de nuit et indépendamment des conditions météorologiques, les
capteurs SAR sont aujourd’hui utilisés dans de nombreux domaines civils et militaires, tels que la
surveillance environnementale, la gestion de crises, la cartographie ou encore la détection et 'analyse
d’activités d’intérét. Cependant, I'interprétation des images SAR demeure délicate du fait de leurs
mécanismes physiques de formation, qui compliquent I'établissement d’un lien direct entre I'information
radiométrique et une représentation sémantique intuitive des scénes observées.

Ces derniéres années, les modeles fondamentaux de type Vision-Language Models (VLM) [1], capables de
relier automatiquement des images a des descriptions en langage naturel, ont montré des performances
remarquables en imagerie optique. Ces modéles permettent non seulement la génération de descriptions
textuelles, mais aussi une compréhension plus globale des scenes. lls ouvrent la voie a de nouvelles
formes d'interaction homme-machine et d’analyse automatique. Plus récemment, ces modéles ne se
limitent plus a une simple traduction image—texte, mais utilisent le langage comme une représentation
intermédiaire structurante permettant d’enrichir la compréhension sémantique des images [2]. Cette
approche unifiée relie le contenu visuel & un large éventail de taches telles que la génération et la
modification d’images par le texte, la segmentation sémantique ou encore l'interprétation fine des scénes.

En revanche, de tels modeles restent quasiment inexistants pour I'imagerie SAR. Les approches actuelles
se limitent majoritairement a des modéles spécialisés et mono-tache (détection, classification,
segmentation), entrainés sur des jeux de données restreints et fortement dépendants d’'un capteur ou d’'un
contexte d’acquisition donné, ce qui limite fortement leur capacité de généralisation.

Cette thése a pour objectif de développer un modéle vision-langage multimodal pour I'imagerie SAR,
capable de produire et d’exploiter des descriptions en langage naturel pour une compréhension globale
des images radar. L'une des principales limitations scientifiques réside dans la rareté de jeux de données
SAR de grande taille, annotés, diversifiés et non redondants, adaptés a I'apprentissage de modéles vision-
langage restent limitées. Les bases de données existantes sont aujourd’hui trés riches mais présentent des
limites [3][4]. Par ailleurs, les modéles récents proposés dans la littérature pour le SAR (SUMMIT [7],
SARATR-X [6], etc.) ne considérent pas la modalité langage et ne permettent pas une compréhension
sémantique riche des scénes observées.
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Au sein de 'ONERA, l'unité SEM du DEMR a développé le simulateur physique EMPRISE [8], capable de
générer des images SAR de haute fidélité a partir de scénes numériques paramétrables, en respectant les
lois de propagation électromagnétique. Ces données synthétiques offrent un contréle précis sur les
configurations géométriques, radiométriques et contextuelles, et constituent un levier majeur pour enrichir
les jeux de données existants. Néanmoins, l'intégration conjointe de données réelles multi-capteurs et de
données synthétiques pose des questions fondamentales liées a I'écart de domaine, a I'équilibre entre
réalisme et diversité, et aux stratégies d’apprentissage adaptées pour éviter le sur-apprentissage du
domaine synthétique.

Le travail de doctorat visera ainsi a étudier et formaliser des stratégies d’apprentissage vision—langage
robustes pour 'imagerie SAR, en s’appuyant sur un mélange contrélé de données réelles et synthétiques.
Il s’articulera autour des axes suivants :

e Revue de littérature et état de I'art des travaux existants sur les différents VLM en SAR et les
bases de données existantes.

¢ Mise en place d’un vaste jeu de données diversifié, combinant des données réelles (SETHI,
UMBRA) et des données synthétiques issues d’ EMPRISE ou de modeéles génératifs récents, avec
une standardisation géométrique et radiométrique rigoureuse.

o FEtude de différentes stratégies hybrides d’entrainement des VLM SAR, telles que le pré-
entrainement sur données synthétiques suivi d’'un ajustement fin sur données réelles, le mélange
pondéré de bases de données, ou encore 'apprentissage multi-domaines et multi-résolutions.

e Evaluations des modeéles vision-langage appliqués au SAR. Les métriques classiques issues du
traitement automatique du langage (BLEU, ROUGE, etc.) se révélant insuffisantes pour juger la
pertinence de descriptions complexes de scénes radar, de nouvelles méthodologies d’évaluation
seront étudiées.
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