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Présentation du projet doctoral, contexte et object if 
L’observation de la terre à l’aide d’imagerie optique multi- ou hyper- spectrale est utilisée dans de nombreux 
domaines comme l’aménagement du territoire, le suivi des milieux naturels ou de zones polluées ou la 
cartographie de l’occupation des sols. Ce type de données permet en effet d’obtenir des informations 
détaillées sur les propriétés physico-chimiques des surfaces analysées. Le nombre croissant de satellites 
embarquant des instruments de télédétection optique passive (grâce notamment aux récentes et futures 
mises en orbite de satellites du NewSpace) permet d'assurer une large couverture de la surface du globe 
avec une fréquence de revisite élevée d'une même zone d'intérêt. Cependant, les instruments actuels ne 
permettent pas d'obtenir simultanément une haute résolution spatiale et spectrale, ce qui peut poser 
problème pour l'analyse de milieux très hétérogènes, comme les zones urbaines [1]. Une solution consiste à 
fusionner des images à haute résolution spatiale mais faible résolution spectrale (images HR- High spatial 
Resolution) avec des images à haute résolution spectrale mais faible résolution spatiale (images LR – Low 
spatial Resolution) [2]. Un exemple de fusion est le pansharpening qui consiste à fusionner une image 
panchromatique (très résolue spatialement avec une seule bande spectrale très large) avec une image 
multispectrale de moins bonne résolution spatiale (on parle d’hyper pansharpening pour les images 
hyperspectrales). Dans le meilleur des cas, les satellites sont équipés de deux instruments qui vont acquérir 
les images simultanément (i.e. RapidEye, PRISMA…). Toutefois, beaucoup de satellites ne possèdent qu’une 
modalité, l’utilisation de données complémentaires acquises par un autre satellite est donc possible mais 
implique de prendre en compte, lors de la fusion, les déformations géométriques (liées à des angles de visée 
différents) et radiométriques (en particulier si les deux acquisitions sont réalisées à deux dates différentes) 
[3, 4].  
Traditionnellement, les méthodes de fusion se concentrent sur des approches statistiques qui nécessitent 
seulement une paire d'images HR/LR [2]. Ceci est un avantage important pour leur mise en œuvre, car ces 
méthodes ne nécessitent généralement pas d’information supplémentaire (en particulier, elles n’ont pas 
besoin d’avoir accès à une importante quantité de donnée d’entrainement) [5, 6]. Ces approches 
traditionnelles simplifient le problème de fusion en ajoutant des contraintes sur la structure des images à 
fusionner, comme une parfaite registration des images, des rapports de résolution spatiale entiers ou une 
acquisition simultanée des images LR et HR. En pratique ces hypothèses ne sont pas toujours vérifiées, ce 
qui introduit des erreurs sur l’image fusionnée [4]. Ces dernières années, beaucoup de méthodes basées sur 
l’apprentissage profond (DL, deep learning) ont été développées [7]. Elles modélisent le problème de fusion 
de manière beaucoup plus flexible, ceci étant rendu généralement possible en utilisant une quantité très 
importante de données permettant d’entrainer (ou pré-entrainer) les modèles. Cependant, bien que ces 
méthodes puissent obtenir d’excellents résultats en termes de critères globaux, la qualité spectrale des 
images fusionnées a été peu analysée. De plus, un défaut majeur de ces méthodes reste leur manque de 
généralisation à des scénarios différents de leur cadre d’apprentissage (en termes d’instruments, zone 
observée, conditions d’éclairement, etc.) [7]. 
L’objectif de cette thèse est de proposer une méthode de fusion non supervisée, permettant d’obtenir une 
image à haute résolution spatiale et spectrale à partir d’images hyperspectrales et multispectrales (ou 
panchromatiques) acquises à des dates proches et/ou avec des angles de visée différents. Cette méthode 
doit pouvoir fonctionner avec peu de donnée et en zones complexes telles que les zones urbaines dont la 
complexité est liée à la mixité des pixels et à la présence d’ombres portées. Les images fusionnées seront 
évaluées en termes de qualités spectrale et spatiale, mais également sur une application pratique de 
classification des surfaces.  
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En début de thèse, une analyse bibliographique approfondie permettra de mettre en avant les approches 
susceptibles de répondre aux exigences imposées. Une attention particulière sera portée aux récentes 
avancées obtenues à l'aide de méthodes d'apprentissage profond, aussi bien en ce qui concerne les 
approches frugales non supervisées [8] que les approches basées sur le réglage fin (fine tuning) de modèles 
pré-entraînés sur de grands corpus de données [9]. En parallèle, une prise en main des méthodes et données 
existantes permettra au candidat de produire des résultats de référence. Une contribution originale permettant 
la fusion d’images acquises à différentes dates sera ensuite développée. Une attention particulière sera 
portée sur l’analyse de la sensibilité de la méthode proposée au décalage temporelle et à la complexité de la 
scène observée (rural, semi-urbain ou urbain). Dans un second temps, la prise en compte de différents 
angles d’acquisition sera étudiée, ce qui permettra enfin de développer une méthode de fusion prenant en 
compte les deux types de perturbations. 
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