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Présentation du projet doctoral, contexte et objectif 
Learning to play violin can be seen as a difficult task. However, if one knows how to play guitar or 
piano, the knowledge already acquired on these instruments can be used to make the learning 
procedure of violin easier. This is the philosophy of transfer learning [1]. In practice, we consider a 
target task for which we have a sample not large enough to get a satisfying estimation. Moreover, we 
have one (or more) larger sample of data (call source) which are close to the target task. The question 
arising are the following: 

1) How can we use the information contained in the large sample to improve the estimation of 
the target task? 

2) Can we quantify the pertinence of the use of the large sample? Indeed, if the second sample 
is too far from the target task, the information introduced may lead to increase the error. 

The aim of this thesis is the application of transfer learning methodologies in extreme value theory 
(EVT). This latest is the part of statistics which focus on the estimation of rare and intense events. 
One of the main goals of EVT is the estimation of quantiles beyond the range of the observed data. 
Such estimations need tail extrapolations. Classical results show that it is impossible to extrapolate 
too far from the maximum of the dataset without making important error [3]. The distance to which it 
is possible to extrapolate is governed by the number of extreme events present in the dataset. In this 
situation the use of a larger dataset via transfer learning, with more extremal events, should allows us 
to extrapolate farer in the tail. This way one is able to provide estimation of higher quantile (i.e rarer 
events) than classical methods.  
The advancements outlined in this thesis will be applied in a given data context for aerospace codes 
with multi-fidelity characteristics. In such codes, the computational expense and precision grow in 
tandem with fidelity levels. Multi-fidelity modeling, in this context, facilitates precise estimations of 
important parameters by harmonizing results from inexpensive, less precise models with a limited 
number of highly accurate observations. This approach proves especially advantageous when there 
are strong connections between the low-fidelity (call source) and high-fidelity (target task) models, 
resulting in substantial computational efficiencies compared to relying solely on high-fidelity models 
[4]. Only two levels of fidelity will be considered in the thesis. 
After a review of the literature, the first stage of this thesis will be to investigate the case of a linear 
link between the target and the source [5,6]. In this setup one tries to quantify the improvement, with 
respect to the rate of convergence, of the utilization of transfer learning in quantile estimation. 
Moreover, in view of the recent work [7], we can address the question of the risk bound to quantify the 
error made by such approaches. Secondly, we can extend the framework of quantile estimation to 
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quantile regression where both target and source tasks relied on covariate. In a final step, we can 
perform a budget constrained sensitivity analysis to determine where data enrichment should be 
applied between low or high fidelity sample to reduce the quantile estimation uncertainty. 
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