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Présentation du projet doctoral, contexte et objectif 
We are interested in developing a flexible architecture for guiding, controlling, and navigating a class of 
autonomous agents tasked with exploring restricted areas to locate and monitor targets of unknown positions. 
Applications include target detection in security missions (e.g., tracking an intruder), search and rescue 
operations (e.g., locating and escorting a victim), monitoring goods in industrial warehouses, and mapping 
extensive areas like agricultural fields or pollution hotspots. Numerous approaches have been developed in 
the literature for control design of multi agent systems in relation to these missions, see eg. [Franchi10, Hu21, 
Zahroof23, Ibenthal23]. 

In this PhD work, the agents are assumed to be organized into different heterogeneous teams, including: i) 
those responsible for locating the target(s) and, if mobile, subsequently contains and monitors it; ii) those 
focused on continuously monitoring the boundaries of the unexplored area to detect any potential escape by 
the target(s). For example, this mission may involve mobile robots navigating obstacles for ground exploration 
and drones conducting aerial surveillance of the perimeter. Our approach focuses on real-time planning and 
task updates for the agents, allowing for: i) trajectory reconfiguration to optimize time and energy efficiency, 
ii) connectivity constraints to maintain communication and cooperative visibility of area boundaries, and iii) 
hierarchical containment constraints [Ji06] to keep exploring agents within the zone defined by the monitoring 
team. Management of these coupled, time-varying constraints at the interface of hierarchical layers between 
teams of agents is therefore crucial and is at the heart of the proposed research project. Although the mission 
of interest, as described above, involves only two teams of agents, generalization to hierarchical architectures 
with multi layers will be considered in the PhD work to be able to deal with large-scale systems.  
Different methods have been investigated in the literature to deal with distributed control of interacting 
network systems [Doan-11, Jilg13, Zheng18, Liu21]. However, many of these studies tend to overlook the 
role of uncertainties and disturbances within individual layers, as well as their coupling effects at the 
interfaces between layers. Moreover, little attention has been given to how faults or the loss of agents could 
affect these coupling dynamics or constraints.  
 
The main objective of the PhD work is therefore to develop optimization-based dynamic planning and control 
algorithms for hierarchical and heterogeneous teams of agents, accounting for these coupling dynamics and 
constraints in a robust manner. Possibilities offered by learning techniques will also be investigated to train 
reconfiguration policies for the system in response to perturbations and faults.  
 
The work envisaged during the PhD is described through the following items: 
 
- Formalization of the coupling dynamics and convolutive constraints.  
Complex constraints are to be considered since not only depending on agents’ states (eg. relative 
positions) and environment (eg. occlusions due to obstacles in case of connectivity) but also on inter layer 
descriptions. Effective representations such as polytopic/zonotopic inner/over-approximations and/or neural 
networks PWA descriptions [Do24] will be investigated.  
 
- Analysis of the effect of perturbations / uncertainties / faults and their propagation to other layers.  
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For instance, if an agent has a fault or suffers from a perturbation, it is necessary to identify the possible 
impacts in its own team but also on other layers, and characterize the effects in terms of the formalization 
developed in the previous item. 
  
- Development of hierarchical optimization-based dynamic planning and reconfiguration algorithms.  
Robust algorithms will be developed to mitigate the effects of the perturbations / uncertainties / faults 
previously mentioned accounting for inter layers coupling effects. Computation time concerns will be 
addressed, especially for dealing with large-scale systems. To that end, mixed offline-online strategies will 
be studied, such as offline planification of bundles of trajectories / reconfiguration strategies and 
determination of an online selection policy. Use of Reinforcement Learning techniques will be investigated to 
train such selection policies to be applied online.  
 
- Implementation and validation.  
Validation in simulation will be done on different scenarios with increasing levels of complexity (e.g. two layers 
architecture, no uncertainties, uncertainties related to one layer only, multiple layers, etc.). Implementation 
on robotic platforms available at ONERA and LCIS labs will also be considered for validation on experimental 
benchmark scenarios.  
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