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Context and motivation  
 
Detection of specific online content remains a persisting issue in social media analysis. This includes 
extremism, online hate or offensive language, which are topics of interest for regulation of social 
platforms. Being complex phenomena, automatic methods have to consider a variety of features to 
capture their nature [1, 2]. Typically, automatic approaches for content detection are based on natural 
language processing and rely upon both fine-tuning using a specialized dataset and development of 
learning models [3]. 
 
Making sense out of large collections of online data and creating potential coherent representations 
for specific goals (e.g. crisis analysis, threat detection) is a challenging task. Identifying existing 
resources to complete or complement new approaches also requires a considerable effort. The 
goal of the thesis is to investigate to what extent the joint integration of formal knowledge and 
linguistic annotations, with data-driven learning algorithms is able to improve the automatic 
detection of specific types of data such as extremism or online hate.  
 
Objectives and research directions  

The scientific objective of this thesis is to investigate the potential of integrating knowledge and 
linguistic annotations in order to improve the detection of specific types of online content. Main 
research directions are elaborated hereafter.  
 
Emotional annotation for social data analysis  
 
In the field of Natural Language Processing (NLP), automatic analysis of emotions in written texts 
is generally addressed exclusively through the notion of emotional category (e.g. \textit{Joy, Fear}, 
etc.) - often with a focus on a sole linguistic mean to express emotions, the emotional lexicon. 
However, as pointed out by linguistics and NLP very recent works [12]  this is not sufficient to 
explore, and then to identify, emotions in their diversity of modes of expressions in texts. Moreover, 
from a strictly NLP and/or information extraction point of view, there is a need to consider the huge 
diversity of emotion expressions (thus, not only the strictly lexical ones) in order to better 
quantitatively capture the emotions. For example, emotions can be expressed by interjections, as 
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described in [14] or emojis [15]. They can also be revealed by appraisals, behaviors or suggestions 
as presented in [13]. 
  
User engagement for social data analysis 
 
The concept of user engagement is related to speakers' own perspective on informational content 
and indicates whether they assert with confidence what they perceive in the environment, know 
from their experience, interact with, or attend to. In some particular cases, for example, when 
indirectly reporting, the authors can only assume, to varying degrees of certainty, and this aspect 
is also covered by engagement.  
 
Although engagement is a quite well established notion in linguistics and has been explored at the 
intersection of modality, evidentially, and commitment categories there has been less work on 
considering speaker/user engagement for social data analysis. However, previous research 
confirms that, for open-dialogue systems, taking into account user engagement as real-time 
feedback benefits the analysis of social interactions  More specifically, online users use emojis to 
enrich the context and convey additional emotions, and using emojis increases user engagement.  
 
Leveraging word embeddings with taxonomies and ontologies  

 
Word embeddings is a generic name for a class of models using shallow supervision to capture 
semantics directly from data without additional background. Well-known word embedding 
algorithms include namely Word2Vec [5], LINE [6] and GloVe [7]. Those models build low-
dimension vectorial representations of words, and this can be done without training a complete 
language learning model, with a lot of overhead and a very long training time.  
 
Although achieving reasonable precision values, incorporating relevant features from semantic 
models such as WordNet [4] or Paraphrase Database (PPDB) [8] has been shown to improve the 
quality of word embeddings for specific tasks. Those models describe common knowledge; the 
goal of the thesis is to integrate specific knowledge from customized and proprietary ontologies. 
More specifically, we will investigate the following directions to build hybrid systems combing 
knowledge models and words embeddings:   
 
Lately, some researchers extended the ides of graphs embeddings to ontologies and taxonomies, 
with different and explicitly named conceptual relations. Several research efforts addressed this 
last research direction to investigate how the use of semantic relationships such as synonymy, 
antonymy, hypernymy, extracted from several semantic models in order can improve the quality of 
word embeddings, which is to say the accuracy of the semantics captured by vectorial 
representation of words. The thesis will investigate how specific relations modeled by domain 
ontologies [9, 10, and 11] can be added to word embedding’s and captured by the resulting hybrid 
model. The application envisioned for this task is the detection of extremist content in streams of 
online data.  
 
Research conducted is expected to investigate the integration of knowledge and linguistic features 
for the development of hybrid artificial intelligence methods, at the crossroads of knowledge 
representation and machine learning.  
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