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Présentation du projet doctoral, contexte et objectif :

L'apprentissage par renforcement profond (deep RL) est une approche de plus en plus utilisée pour commander
des robots, soit pour la planification de taches, soit pour la commande a plus bas niveau. Cependant,
I'application d'outils de deep RL pour apprendre des politiques efficaces directement sur des plates-formes
robotiques fait encore face a de nombreux défis, tels que I'évitement de mouvements non sirs lors de
I'exploration, I'obtention de performances stables, et un volume d’échantillons et de temps pour 'apprentissage
encore élevé.

Les algorithmes d’apprentissage par renforcement dits model-based [1] (MBRL) exploitent un modéle explicite
de la dynamique et de I'environnement pour prédire le comportement et déterminer la politique d’un agent
robotique. La mise en ceuvre de ce type de méthodes est intéressante en particulier pour la commande des
systémes robotiques autonomes, notamment les drones, puisque le modéle peut aider a faire face aux défis
mentionnés ci-dessus : anticipation de mouvements non slrs pour les éviter, garanties plus fortes de stabilité
par la théorie de la commande, et accélération de I'exploration et de I'apprentissage grace au guidage par le
modele. Parmi les cibles applicatives, les drones a voilure fixe, les véhicules terrestres et les systémes poly-
articulés pourraient particuli€rement en bénéficier.

Les modeles utilisés dans ces approches peuvent étre établis a priori a partir de la physique du systéme, appris
entiérement a partir des données, ou hybrides, a mi-chemin entre ces deux catégories. La modélisation hybride
des robots est un sujet en plein essor dans la littérature, notamment pour l'identification de systémes [2]. Du
coté de la commande, I'application de MBRL hybride a déja été validée en simulation avec des systémes de
commande classiques sur des problemes standards, pour lesquels I'utilisation de neural ODEs [12] comme
source d’a priori physique permet une meilleure efficacité en échantillons des approches [3]. En paralléle,
lalgorithme TD-MPC (Temporal Difference Model Predictive Control) qui comprend un schéma prédictif
exploitant le modele appris en ligne sans a priori physique, présente des performances supérieures aux
algorithmes de RL classiques sur un benchmark de référence [4], et une premiére application de cette méthode
pour la commande d’'un drone a voilure fixe en présence de perturbations a été réalisée [5].

Dans la lignée de ces travaux, la thése s’intéresse a l'apport d’'un a priori physique dans la constitution du
modele au sein d’algorithmes de MBRL pour la commande des robots autonomes.

Aprés une bibliographie sur les travaux récents de MBRL et I'utilisation d’a priori physiques en apprentissage,
un premier travail consistera a porter la méthodologie a base de neural ODEs proposée dans [3] a un drone a
voilure fixe, en utilisant le modéle et le simulateur introduits par [5], pour la comparer a I'existant en MBRL sans
a priori physique, dont les algorithmes de I'état de I'art issus de TD-MPC [4] ou PETS [6].

Dans un second temps, il s’agira d’aborder un certain nombre de problémes bien identifiés et ouverts pour ce
type d’application a l'aide de I'existant :
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e Lacapacité a gérer les taches a horizon temporel long pour le systtme commandé, notamment lorsque
celui-ci comprend des dynamiques a constantes de temps différentes (boucle d’attitude et de guidage
pour un drone), par exemple en introduisant des séquences d’objectifs a horizons plus courts [14],

o La recherche de la méthode la plus adaptée pour gérer la sparsité du signal de récompense des
environnements, entre d’un c6té I'exploitation du mécanisme de Hindsight Experience Replay [10][11],
et de l'autre les techniques d’enrichissement direct du signal de récompense [15]

e La recherche de stratégies pour gérer I'observabilité partielle subie par les systémes, en utilisant des
RNNs [13] ou des Deep State Space Models [9], afin d'améliorer la résilience face a des conditions
opérationnelles incertaines ou changeantes.

e La généralisation de la méthode a différentes taches robotiques, telles que rallier plusieurs points de
passage successifs sous contrainte, pour des systémes pouvant présenter des incertitudes
paramétriques (variabilité dans une méme population).

Les stratégies proposées seront évaluées et comparées sur divers scénarios de simulation représentatifs des
défis rencontrés. Ces travaux pourront s’appuyer sur des outils de simulation déja disponibles au sein du
laboratoire ou en open-source (par exemple JSBSim [7] ou Flycraft [8] pour les drones a voilure fixe). On
cherchera dans un second temps a étudier la généricité des méthodes proposées en les confrontant a un
corpus plus large de benchmarks pour la commande de systémes robotiques.

Cette thése s’inscrit dans le cadre du projet ANR HAMMER du PEPR Accélération Robotique portant sur
lhybridation données-modéles pour la locomotion robotique. Des échanges ponctuels avec les autres
laboratoires impliqués dans le projet pourront venir enrichir le travail réalisé dans la thése.
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