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Context & Motivation:

Foundational models (i.e., large, pretrained neural networks) are now commonly used to solve robotic tasks [1,
2, 3, 4, 5], such as visual scene understanding, human interaction [6], action planning [4, 5, 10, 11, 12],
manipulation [8], and navigation [9]. Many of these models use language to specify the task at hand, introducing
contextual information, samples, references, or knowledge through "prompting" [13, 14].

Foundation models' language modality allows for the implementation of a Chain-of-Thought (CoT), which
refers to the use of explicit, accessible, step-by-step reasoning to improve decision-making and problem-
solving processes. The CoT is expected to produce relevant outputs and explain and justify them
transparently. In recent chatbots, this is visible as the "thinking" phase that precedes the final answer
generation phase. Most developments have been applied to large language models (LLMs), which are purely
symbolic, as well as to large multimodal models (LMMs) [17, 18] and, more recently, to vision-language-action
(VLA) models and presented as an embodied chain-of-thought (ECoT) [19, 20, 21], where reasoning is
grounded in environmental observations.

Foundation models are also complex systems that may exhibit unexpected behaviors, including hallucinations
[22], overconfidence, sensitivity to adversarial attacks [23,24], and domain shift. These behaviors pose critical
safety concerns when the models are deployed in robots that interact physically with their environments
[25,26,27]. One possible use of a CoT is to detect unintended behavior or enhance trust by documenting a
robot’s reasoning. However, the CoT paradigm has recently been questioned regarding its conditioning capacity
[28, 29, 30, 31] and faithfulness [32, 33], raising concerns about its reliability as a source of information.

Objectives & Research Questions:

This PhD research is expected to make significant contributions to the field of robotics and embodied Al,
addressing two types of issues:

e The development of an embodied CoT framework that combines symbolic reasoning with real-time
robot actions and perception, emphasizing effective representation of embodied knowledge, applied
to robotic tasks such as object search in an unknown environment or object manipulation.

e The exploitation of the embodied CoT for enhancing safety, either for better human-robot interaction
or for monitoring robot behavior.

The work is expected to answer some of the following research questions:

How can the CoT framework integrate and process multimodal sensory data (visual, auditory, and tactile) to
improve the robot's understanding of, interaction with, and learning in its environment? What constitutes good
content and syntax for a CoT in robotics? What does it represent? How faithful is the embodied CoT? What
type of information is encoded by the CoT, and how is it used in inference? What does it explain?
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