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Profil et compétences recherchées  
Profil : Master 2 et/ou dernière année d’école d’ingénieur généraliste. 
Compétences : Mathématiques appliquées, probabilités, statistique, maîtrise d’un langage de 
programmation. 

Présentation du projet doctoral, contexte et objectif 
Contexte 

Les modèles génératifs modernes (normalizing flows, GAN, modèles de diffusion) ont récemment 
bouleversé le champ de l’apprentissage statistique en permettant de générer et d’approximer des 
distributions complexes de haute dimension. Ces méthodes ont trouvé de nombreuses applications 
en vision par ordinateur, en traitement du signal ou encore en simulation physique. Cependant, 
ces approches restent largement centrées sur la masse principale des données. Les régions de 
probabilité extrêmement faible, correspondant aux évènements rares et intenses, demeurent mal 
représentées. Or, ces évènements sont précisément l’objet de la théorie des valeurs extrêmes 
(TVE), branche des statistiques dédiée à l’étude des queues de distribution. 
À l’inverse, la TVE dispose d’un formalisme mathématique robuste pour modéliser et extrapoler 
les comportements dans les queues. Mais elle souffre de limitations fortes : la rareté des 
observations extrêmes et la malédiction de la dimension rendent son application délicate dès que 
l’on considère plus de deux ou trois variables. Dans des domaines comme l’aéronautique, l’énergie 
ou la finance, la nécessité d’estimer correctement les risques extrêmes conjoints rend donc 
indispensable le développement de nouvelles méthodes hybrides. 
Cette thèse s’inscrit dans cette dynamique, en cherchant à croiser la puissance des modèles 
génératifs modernes avec la rigueur de la TVE. Deux grandes questions motiveront les travaux : 

• Comment rendre les modèles génératifs plus fiables dans les zones extrêmes ? 
• Comment exploiter l’IA générative pour améliorer les estimations statistiques des queues 

multivariées ? 
Problématique 

L’une des tâches principales en TVE est l’extrapolation de quantiles ou de probabilités rares au-
delà de l’échantillon observé. En pratique, les méthodes directes ne permettent pas d’extrapoler 
trop loin sans générer des erreurs d’estimation massives. La portée de l’extrapolation dépend 
directement du nombre d’extrêmes disponibles, souvent très faible. Dans ce cadre, l’utilisation d’un 
modèle génératif pourrait permettre d’augmenter artificiellement la quantité d’information 
disponible dans les queues, sous réserve de le concevoir pour bien capturer ces régions rares. 
Deux axes de recherche structurent la problématique : 

• IA pour les extrêmes : étudier comment modifier l’entraînement de modèles génératifs 
(normalizing flows, diffusion models) afin qu’ils respectent les contraintes asymptotiques de 
la TVE. Cela inclut l’intégration de connaissances théoriques (variations régulières, indices 
de queue, mesure angulaire) dans les architectures ou les fonctions de coût, et le 
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développement de schémas d’apprentissage pondérés qui concentrent l’attention sur les 
observations rares. 

• Extrêmes avec l’IA : explorer l’utilisation des modèles génératifs comme outils pour 
l’estimation de quantités extrêmes. Une piste centrale est de les employer comme 
distributions de proposition dans un cadre d’importance sampling, ou comme générateurs 
de variables de contrôle exploitant leurs densités explicites. Ces approches visent à réduire 
drastiquement la variance des estimateurs de probabilités rares multivariées en grande 
dimension. 
 

Contributions attendues  

• Améliorer l’IA dans les extrêmes : une première étape sera de caractériser les 
performances des modèles génératifs existants dans l’apprentissage des queues. On 
cherchera ensuite à développer des variantes adaptées : normalizing flows entraînés 
avec des pertes pondérées par l’inverse de la probabilité, modèles de diffusion contraints 
par des conditions EVT, architectures hybrides combinant copules extrêmes et flows. 
L’objectif est de concevoir des modèles génératifs capables de reproduire fidèlement la 
structure des dépendances dans les queues multivariées. 

• Améliorer l’estimation extrême grâce à l’IA : les modèles génératifs seront étudiés 
comme briques pour la simulation d’évènements rares. L’idée est de les utiliser comme 
lois auxiliaires pour l’importance sampling ou comme base pour construire des variables 
de contrôle corrélées aux événements d’intérêt. On évaluera leur capacité à réduire la 
variance des estimateurs classiques de quantiles extrêmes et de probabilités conjointes 
rares, en comparaison avec les méthodes paramétriques traditionnelles (copules 
d’extrêmes, Hüsler–Reiss, Gumbel, etc.). 

• Applications en forte dimension : une part importante des travaux consistera à 
appliquer ces méthodes à des cas réalistes, notamment dans le domaine aéronautique 
et spatial. On considérera par exemple l’estimation de la probabilité de conjonctions 
d’événements rares (turbulences sévères, pannes simultanées, trajectoires déviantes). 
Ces cas illustrent l’intérêt d’approches génératives capables de réduire les coûts de 
calcul et d’améliorer la fiabilité des estimations dans des contextes où les observations 
empiriques sont limitées. 
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